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Abstract

Thispapewdiscussetheuseof Explicit CongestiomNoti-
fication(ECN)mechanism theTCP/IPprotocol. The
first partproposesewguidelinesfor TCP’'sresponséo
ECN mechanismge.g., SourceQuenchpackets,ECN
fieldsin packetheaders).Next, using simulations,we
explorethe benefitsanddrawbacksf ECN in TCP/IP
networks. Our simulationsuse RED gatewaysmodi-
fied to setan ECN bit in the IP packetheaderas an
indicationof congestionwith Reno-styleT CP modified
to respondto ECN aswell asto packetdropsasindi-
cationsof congestion. The simulationsshow that one
advantag®f ECN mechanismss in avoidingunneces-
sary packetdrops,andthereforeavoiding unnecessary
delay for packetsfrom low-bandwidthdelay-sensitive
TCP connections.A secondadvantagef ECN mech-
anismsis in networks(generallyLANS) wherethe ef-
fectivenesof TCP retransmittimersis limited by the
coarsggranularityof theTCPclock. Thepaperalsodis-
cussesomeimplementatiorissuesconcerningspecific
ECN mechanism# TCP/IPnetworks.

1 Introduction

This paperproposeguidelinesfor TCP’s responsdo
ECN (Explicit CongestionNotification) mechanisms,
andexploregheeffectuponperformancef ECN mech-
anismsin TCP/IP networks. The paperdiscussesome
implementationissuesconcerningECN mechanisms,
butdoesnotmakespecificcecommendationsoncerning
theuseof ECN mechanism& TCP/IPnetworks.

In current TCP/IP networks, TCP relies on packet
dropsasthe indicationof congestion.The TCP source
detectdroppedpacketsitherfrom the receiptof three
duplicateacknowledgementACKs) or afterthe time-
out of a retransmittimer, and respondsto a dropped
packetby reducingthe congestiorwindow [J83. TCP
implementationslsorespondo ICMP SourceQuench
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messagedyut SourceQuenchmessagearerarelyused,
in partbecaus¢heycanconsumenetworkbandwidthin
timesof congestion.

The reliance on packetdrops as the indication of
congestionis perfectly appropriatefor a network with
routerswhosemain function is to route packetsto the
appropriateoutputport. Most currentroutersin TCP/IP
networkshaveno provisionfor the detectionof incip-
ient congestion.Whena queueoverflows,packetsare
dropped.Whenthe TCPsourcedetectghis packetrop,
the TCP sourceinfersthe presencef congestiorin the
network.

Future routers are likely to have more developed
mechanismdor the detectionof incipient congestion.
With the DECbitschemefor exampleroutersdetectin-
cipientcongestiorby computingheaveragejueuesize,
andsetthe ECN bit in packetheadersvhentheaverage
gueussizeexceedsicertainthresholdRJ9Q. Recently-
proposedRandom Early Detection (RED) gateways
have a similar ability to detectincipient congestion
[FJ93. Gatewaysvith mechanism$or detectingncip-
ient congestiorbeforethe queueoverflowsarenot lim-
ited to packetdropsasthe methodof informing sources
of congestion.

Fornetworkswith mechanismfor thedetectiorof in-
cipientcongestionthe useof ECN mechanismsor the
notificationof congestiorto theendnodespreventaun-
necessaryacketdrops. For bulk-dataconnectionsthe
useris concernednly with the arrival time of the last
packetof data,and delaysof individual packetsare of
no concern.For someinteractivetraffic, however such
astelnettraffic, the useris sensitiveto the delayof indi-
vidual packets.For suchlow-bandwidthdelay-sensitive
TCP traffic, unnecessarypacketdropsand packetre-
transmissionganresultin noticeableandunnecessary
delaysfor the user For someconnectionsthesedelays
can be exacerbatedby a coarse-granularityf CP timer
thatdelaysthe sources retransmissionf the packet.

A secondbenefitof ECN mechanismss that with
ECN, sourcescan be informed of congestionquickly
and unambiguouslywithout the sourcehavingto wait
for eitheraretransmitimer or threeduplicateACKs to
infer adroppedpacket.For bulk-dataT CPconnections,



thedelayfor theretransmissionf anindividualpackeis
not generallyanissue. For bulk-dataTCP connections
in wide-areaenvironmentsthe congestionwindow is
generallysufiiciently largethatthedroppedpackeis de-
tectedfairly promptlyby the FastRetransmiprocedure.
Neverthelesdpr thosecasesvherea droppedpacketis
not detectedby the FastRetransmitprocedurethe use
of ECN mechanismganimprove a bulk-dataconnec-
tion’sresponséo congestionIf thesources delayedn
detectinga droppedpacket,perhapsiueto asmallcon-
gestioncontrolwindowandacoarse-graine@iCPtimer,
thesourcecanlie idle. This delay whencombinedwith
theglobalsynchronizationcanresultin substantialink
idle time.

An additionalmotivationfor the explorationof ECN
mechanismsn TCP/IP networks concernsthe possi-
bility of TCP/IP traffic traversingnetworksthat have
their own congestioncontrol mechanismge.g., ATM
networks). With currentimplementation®f TCP, such
networksarelimited to packetdropsasthe only viable
mechanismto inform TCP source®f congestion.Such
networkswvouldbenefifrom theadditionto TCPof more
intelligentECN-responsmethods.If thiswerethecase,
thenfor TCPtraffic thattravelsfor all or partof its path
overATM networks ECNmechanismsouldbeinvoked
attheedgeof the ATM networkandusedto inform TCP
sourcesof congestionwithin the ATM network. This
useof ECN mechanismso inform TCP sourcef con-
gestionwould beindependentf the congestiorcontrol
mechanismsvithin the ATM networks.

This paperexploressomeof the generaladvantages
anddisadvantagesf ECNmechanisms TCP/IPmech-
anisms, but does not make recommendationgor or
againstspecificECN mechanismge.g.,the addition of
an ECN field to IP headers).Theresultsin this paper
areintendedto be qualitative,not quantitative. For ex-
ample,while it is clearthatthe useof ECN canreduce
thepacketdelayfor low-bandwidthdelay-sensitiv8 CP
traffic, the extentof this benefitdependson the exact
networktopology the traffic mix, andthe detailsof the
relevantgatewayandtransporicongestiorcontrolalgo-
rithms. The simulationsin this papershowthatthe use
of ECN canreducepacketdelay, butthey do not quan-
tify theexpectedeductionin packetdelayin aparticular
network.

Section2 discussesomecurrentECN mechanisms,
suchasSourceQuenchin TCP/IPnetworks. Section3
briefly discussegshe role of the routerin detectingin-
cipientcongestion.Section4 presentour proposalfor
guidelinesfor TCP’sresponsé¢o ECN; theseguidelines
differ from thoseof currentnetworkmechanismsSec-
tion 5 discusseghe applicationof theseguidelinesto
the implementationof Reno-styleTCP in our simula-
tor. Sections6 and7 presentour simulationresultsof

LAN and WAN environments. Section8.2 discusses
someof the implications, for the evaluationof ECN
mechanismsfor someof the proposedmodifications
to TCP or to gatewayschedulingalgorithms. Finally,
Section9 discussesariousimplementatiorissuescon-
cerningECN mechanismsn TCP/IP networks. These
includecomparisondetweenSourceQuenchandECN
fieldsin packeteaderspossibilitiesfor theincremental
deploymentof ECN mechanismsn TCP/IP networks,
a discussiorof TCP clock granularity anda discussion
of IP-levelECN mechanism$or TCPtraffic overATM
networks. Section10 presentsconclusionsand open
guestions.

2 Current ECN mechanisms

In this sectiorwe discusdriefly ECN mechanismsuch
as SourceQuenchmessagesDECbit's ECN bit, and
FECN/BECN proposaldor ATM networks. One pur-
poseof thissectionis to describehecurrentECNmech-
anismsin TCP/IP networks. This includesa detailed
explanatiorof theinadequaciesf currentimplementa-
tionsof SourceQuench.In thissectionwe alsodescribe
the ECN mechanismsn the DECbit congestioravoid-
anceschemepartly to motivatethe somewhat-diierent
guidelineghatwe proposen thefollowing two sections
for ECNin TCP/IPnetworks.Finally, we providepoint-
ersto otherdiscussion®f proposedECN mechanisms
in theliterature.

Currently ICMP SourceQuenchmessagesre the
only ECN mechanismén TCP/IP networks,butin fact
SourceQuenchis rarely usedin the currentinternet.
A routeror host might sendan ICMP SourceQuench
messageavhenit receivedatagramst aratethatis too
fastto beprocessefiS94. While RFC1009[BP87 re-
quiredroutersto generateSourceQuenchesvhenthey
ranout of buffers,thecurrentdraft on Requirementsor
IP Routerd A94] specifieghataroutershouldnotorigi-
nateSourceQuenchmessagesndthatarouterthatdoes
originateSourceQuenchmessagemustbeableto limit
therateatwhichtheyaregeneratedIn thedraft, Source
Quenchmessageare criticized asconsumingnetwork
bandwidth,andasbeingbothineffective andunfair. In
contrastasdiscussedh thenextsectiontheuseof RED
gatewayswith SourceQuenchmessagewould control
the rate at which SourceQuenchmessagesvere gen-
erated,while increasingboth the effectivenesandthe
fairnessof thesemessages.

Theguidelinesfor TCP’s responséo SourceQuench
predatesuch TCP congestioncontrol mechanismsas
Fast Retransmitand Fast Recovery[S94. From the
guidelinesin [BP87, TCP implementationshouldre-
spondto a SourceQuenchby “triggering aslowstart,as



if aretransmissiotimeouthadoccurred”.In BSD TCP
implementationsthe TCP sourcerespondgo a Source
Quenchby reducingthe congestiorcontrol window to
one, initiating Slow-Start. If the SourceQuenchsig-
nalsa droppedpacket,andis thereforefollowed by ei-
theraretransmitimertimeoutor by the FastRetransmit
procedurethenthe timeoutrecoverycodefollows the
SourceQuenchcode. In this casethe slow startthresh-
old ssthresh endsup beingsetto oneor two segments,
resultingin averyslowreopeningfthecongestiomwin-
dow. Thisuseof Slow-Starcombinedwith asmallslow
startthresholdnakegshe useof SourceQuenchparticu-
larly unattractivefor large-windowTCP connectionsn
high-spee@nvironmentsThis papemproposeslternate
guidelinedfor TCP’'sresponséo SourceQuench.

In the DECbit congestioravoidanceschemgRJ9(,
the gatewayusesa congestion-notificatiobit in packet
headerso providefeedbaclaboutcongestionn thenet-
work. Whenapacketarrivesatthegatewaythegateway
calculateghe averagegueudength. Whenthe average
gueuesizeatthegatewayexceed®ne,the gatewaysets
the ECN bit in the packetheadeof arriving packets.

The sourceuseswindow flow control, and updates
its window onceeverytwo roundtriptimes. If atleast
half of the packetsin the lastwindow hadthe ECN bit
set,thenthecongestiowindowis decreasedhultiplica-
tively. Otherwise the congestiorwindow is increased
additively. In contrastto the DECbit scheme for the
ECN mechanisnproposedn this papera singlepacket
with theECNbit setisto beinterpretedy thetransport-
level sourceasanindicationof congestion.

[WRM9]] reportson experimentsn an OSlI testbed
modifiedto includethe congestion-notificatiobit pro-
posedin [RJ9Q. A rangeof ECN-basedrate-based
congestiorcontrolschemesavebeenproposedor use
within ATM networks.Thesdncludeproposaldothfor
ForwardECN (FECN)andfor BackwardECN (BECN).
An introductionto someof theseproposal€anbefound
in [N94].

3 Theroleof therouter

Thissectiordiscussetheroleof therouterin generating
ECN messagesECN messagesould be generateci-
therby anlP routeror by aboundaryrouterfor anATM
networkthatcarriesT CP/IPtraffic. Thissectionconsid-
erslP networkswith RED gatewaysyherethegateway
monitorsthe averagegueuesizeandduring congestion
usesa probabilisticalgorithmto choosewhich arriving
packetgo mark(e.g.,to drop,or to setthe ECN field in
thepacketheader).

In oursimulationausingREDgatewaysvith ECN,the
REDgatewaysetthe ECNfield in the packetheaderin

the simulationsusing RED gatewayswithout ECN, the
RED gatewaysiropthe packetinstead.In bothvariants
of RED gatewaysthe gatewaydropsa packetwhena
packetarrivesto afull queue.

It would bepossibleo addECN mechanism#o atra-
ditional Drop-Tail gateway wherethe gatewaysimply
dropsarriving packetavhenthequeuebufferisfull. For
example,Drop-Tail gatewaysafter droppinga packet,
couldsendSourceQuenchmessaget the TCPsource.
However we do notadvocateaddingeCN mechanisms
to Drop-Tail gatewaysandwe do not investigatesuch
schemesdn this paper If ECN mechanismareaddedo
agatewayit makessensdo addat thesametime mech-
anismsto monitor the averagequeuesize. We believe
thattheuseof ECN mechanismareof mostbenefitin a
gatewaythatnotifiesconnection®f incipientcongestion
beforethe queueactuallyoverflows.!

To afirst approximation RED gatewaysmark (e.g.,
drop) a percentagef arriving packets,wherethe ex-
act percentageof arriving packetsmarkedshould be
just enoughto control the averagegueuesize over the
long run. Forexamplejn aLAN environmentwherea
TCP connectionincreasests congestiorwindow quite
rapidly, anon-ECNgatewaymighthaveto dropasignif-
icantfraction of arriving packetso controlcongestion.
For RED gatewayswith a FIFO queuejf a certainfrac-
tion of bulk-datapacketshaveto be droppedto control
congestiontheRED gatewaydropsthesaméractionof
telnetpackets.

Currentroutersgenerallyhaveasinglequeuefor each
outputport. In the future, routerscould haveseparate
gueuedor separatéclasses’of traffic [BCS94. In this
case,the ECN mechanismgould apply separatelyto
eachgueue.Asdiscusseth SectiorB.3,thiscouldaffect
the motivationsfor ECN mechanisms.

4 Guidelines for TCP’'sresponseto
ECN

In this sectionwe explainour guidelinesfor TCP’s re-
sponseéo ECN. Theseguidelinediffer from TCP’scur-
rentresponsdo SourceQuenchmessagesyr from the
responsef transportprotocolsto DECbit’s congestion
notification bit. Theseguidelinesprovide that the re-
ceipt of a single ECN messageservesasa notification
of congestiorto the TCP source.At the sametime, the
guidelinesensurethatthe TCP sourcedoesnot respond
to ECN messagemorefrequentlythannecessary
Guidelines:

e TCP’s responseio ECN should be similar, over

1As an example, [PP87] suggested that the gateway send Source
Quench messages when the queue size exceeds a certain threshol d.



longertime scalesto its respons¢o adroppedpacketas
anindicationof congestion.

e Oversmallertime scaleqe.g.,oneor two roundtrip
times), TCP’sresponsé¢o ECN canbelessconservative
thanits responsé¢o adroppedpacketasanindicationof
congestionln TahoeandRenoimplementationsf TCR,
after a packethasbeendroppedthe TCP sourcestops
sendingfor a time period on the order of a roundtrip
time (half aroundtrip time for Renoimplementations),
allowing network queuedo dissipatesomewhat. This
delayis not necessanasa responseo an ECN, which
doesnotindicatea queueoverflow

e For TCP, thereceiptof asingleECN (e.g.,asingle
SourceQuenchpacketor a singlepacketwith theECN
bit set) shouldtrigger a responseo congestion. This
is unlike the DECbit congestiorcontrolschemewhere
the sourcerespondgo congestioronly if at leasthalf
of the packetsin the lastwindow hadthe ECN bit set
[RJ9Q. Thedecisionto allow asingleECN messagé¢o
triggeraresponseo congestiorrequiresa minimum of
overheadIn addition,becaus¢he gatewaydoesnot set
theECNfield in every arriving packetwhentheaverage
gueuesizeis too high, the gatewaycan useprobabilis-
tic algorithmgto inform particularsource®f congestion
[FJ93. Becauseheprobabilitythata connectioris no-
tified of congestioris proportionalto thatconnection$
shareof the bandwidthat the congestedjatewaythese
probabilisticalgorithmsreduceglobal synchronization
andimprovefairness.

e TCP shouldreactto an ECN at most once per
roundtriptime. The TCP sourceshouldignoresucceed-
ing ECNSsif the sourcehasreactedto a previousECN
or to a droppedpacketin the last roundtriptime. This
alsomeanghatif, immediatelyafterreactinggo anECN,
the TCP sourcereceiveghreeduplicateACKs indicat-
ing adroppedpacketthe TCP sourceshouldnot repeat
thereductionof the congestiorwindow; the packetwas
probablydroppedbeforethe sourcereducedts window
in responséo the ECN.

e TCPshouldfollow theexistingalgorithmsfor send-
ing datapacketsin responseao incoming ACKs. The
response&o an ECN doesnot triggerthe sendingof any
new (or retransmittedflatapackets.

e TCP shouldfollow the normalprocedureafter the
timeoutof aretransmitimer. Thatis, afteraretransmit
timer timeoutthe TCP sourceshouldslow-startandre-
transmitthe droppedpacket. However the TCP source
shouldnot decreasé¢he slow-startthresholdssthresh if
it hasbeendecreasedithin thelastroundtriptime.

5 Implementing ECN in our simula-
tor

In this sectionwe describeheimplementatiorof TCP’s
responséo ECN in our simulator Thisimplementation
of ECN was madeto a versionof TCP that incorpo-
ratesthe FastRecoverycongestiorcontrol algorithmin
RenoTCP (4.3-renoBSD TCP), aswell asthe Slow-
Start,CongestiorAvoidanceandFastRetransmiglgo-
rithms in the earlier TahoeTCP (4.3-tahoeBSD TCP
[J88 S94).

For the simulationsin this paperthe RED gateways
were given an option to setthe ECN bit in the packet
headerratherthandroppingthe packetasanindication
of congestionrwhenthe buffer hadnot yet overflowed.
Whenthe TCP receiverreceivesa datapacketwith the
ECN bit setin the packetheaderthe receiversetsthe
ECN bit in thenextoutgoingACK packet.

First we briefly describethe Slow-Start,Congestion
Avoidance,FastRetransmit,and FastRecoveryalgo-
rithms in TCP. There are two phaseso the window-
adjustmentalgorithm. The connectionbeginsin slow-
startphaseandthe currentcongestiorwindow cwnd is
doubledeachroundtrip time until the congestionwin-
dow reachesheslow-startthresholdssthresh. Thenthe
congestion-avoidangehases enteredandthe conges-
tion window is increasedby roughly one packeteach
roundtriptime. Thecongestiomwindowis neverallowed
to increaseo morethanthereceivets advertisedwin-
dow, which we referto asthe “maximumwindow”.

In additionto using retransmittimers to detectlost
packetsthe sourceusesthe Fast Retransmit procedure
todiscoverapacketoss.If threeduplicateACK packets
arereceivedacknowledgin@previously-acknowledged
data packet, the sourceinfers that a packethas been
dropped.

In the Tahoeversionof TCP, the sourcereactsto a
packetloss by settingthe slow start thresholdto half
the congestiorwindow, decreasinghe congestionwin-
dowto onepacketandenteringtheslow-starphase.ln
contrastwith Renos FastRecoveryalgorithmthe TCP
sourcedoesnot slow-startafter inferring that a packet
hasbeendropped. Instead the TCP sourceeffectively
waits half a roundtrip time andhalvesthe congestion
window. Thesourceretransmitghedroppedpacketand
usesincomingduplicateACKs to clock additionalout-
goingpackets.TheFastRecovenalgorithmisdescribed
in moredetailin [S94.2

2The description of the Fast Recovery algorithm in [S94] is quite
good, and is the only complete publicly-available description of this
agorithm that we areaware of. However, we have acaution toreaders.
First, the earlier printings (prior to the 4th) do not distinguish between
the Fast Retransmit and the Fast Recovery algorithms. Second, in
the description of the window increase algorithm in the congestion



Following the guidelinesin the previous section, upon
receiving an ECN message (e.g., a Source Quench mes-
sage, or an ACK packet with the ECN bit set) at time ¢
when no responses to congestion have been made in
roughly the last roundtrip time, the TCP source halves
both the congestion window cwnd and the slow-start
threshold ssthresh. Because thereisnoloss of incoming
ACKSsto clock outgoing packets and no need for a short
pause to recover from severe short-term congestion, the
TCP source doesn't slow-start. The TCP source doesn’t
respond to succeeding ECNs until all packets outstand-
ing at time ¢ have been acked.

After receiving three duplicate ACKs at time ¢ when
Nno responses to congestion have been made in roughly
the last roundtrip time, the TCP source follows the
Fast Retransmit and Fast Recovery proceduresdescribed
above. The source won't respond to an ECN or to an-
other set of three duplicate ACKs until all packets out-
standing at time ¢ have been acked. ([F94] discusses
some of the problems that result if the Fast Retransmit
procedureisinvoked more than once for one window of
data.)

After receiving three duplicate ACKs soon &fter re-
sponding to an ECN (e.g., when some of the packets
outstanding at the time of the response to the ECN have
not yet been ACKed), the source doesn’ t reduce ssthresh
or cwnd, since that has recently been done. The source
retransmits the dropped packet. After this, the source
follows Reno's Fast Recovery procedure, using incom-
ing duplicate ACKsto clock outgoing packets.

6 Simulation results of ECN in
LANS

This section discusses the results of simulations of TCP
with ECN in local-area networks. The simulation sce-
nario consists of five bulk-data TCP connections and ten
telnet connections in a LAN with one congested gate-
way. We compare several sets of smulations. The first
set uses Drop-Tail gateways, and the second set uses
RED gateways that rely on packet drops for the notifi-
cation of congestion. The third set of simulations uses
ECN-capable RED gateways and TCPimplementations.

The simulations show that for the networkswith ECN,
the throughput of the bulk-data connectionsis high, and
the telnet packet delay is low, regardless of the buffer
size, the TCP clock granularity, the TCP window size,
or the RED gateway variation. Thus, the simulations

avoidancephasetheearlierprintingssaythatthe congestiorwindow
isincrementedby 1/cwnd plusasmallfractionof thesegmensizeeach
time an ACK is received.Theinclusionof the “small fraction of the

segmensize”isanerrorin the4.3Rencand4.4BSDimplementations,

andshouldnotbeemulatedn future TCPimplementations.

with ECN arerobust, delivering essentially optimal per-
formance over awide range of conditions.

For the simulations of RED gateways without ECN,
the results depend on the simulation parameters. For
most of the smulations, the telnet packet delay is less
than optimal (though not disastrous). For a few of the
simulations with a coarse TCP clock granularity, the ag-
gregate throughput isalso low. Thetelnet packet delay is
worst for thesimulations of Drop-Tail gateways (without
ECN). In general, the simulations show that with ECN
the performance is less sensitive to the network param-
eters, and that the use of ECN can improve both delay
and throughput. However, while the simulations show
the benefits of using ECN, the simulations show that
under proper conditions, it is possible to get reasonable
performance without ECN.

10 usec
100 Mbps

10 usec
100 Mbps

Receiver

Gateway

Senders

Figure 1: LAN simulation scenario.

6.1 TheLAN simulation scenario

The simulation scenario in Figure 1 consists of five
bulk-data TCP connections and ten TELNET connec-
tions from five sources feeding into a single congested
link. The simulations use arange of switch buffer sizes,
window sizes, gateway variations, and TCP clock gran-
ularities.

The simulations are run for buffer sizes of 60, 120,
180, and 240 kB. In our simulations with RED gate-
ways, the minimum threshold for the average queue size
is set to 1/12-th of the buffer size, and the maximum
threshold is set to three times the minimum threshold.
The RED gateways drop all arriving packets when the
average queue size exceeds the maximum threshold.

The TCPin these simulations uses Reno-style conges-
tion control, with Slow-Start, Fast Retransmit, and Fast
Recovery, modified as described in the previous section
to respond to ECN. One set of simulations uses a TCP
clock granularity set to 0.1 msec, which for this simu-
lation scenario reduces the wait for the retransmit timer
while at the same time avoiding false timeouts.



Anothersetof simulationsusesa TCPclockgranular
ity setto 100msecwhichis closerto valuesof 500msec
usedby manycurrentTCPimplementationsThe max-
imum TCPwindow rangesrom 8 kB to 64 kB.

The default parametersare set so that for the first
packetfrom a TCP connection,before measurements
have beenmadeof the roundtrip time, the retransmit
timeris setto threesecondstegardlessfthe TCPclock
granularity ForthesimulationswvithoutECN,theworst-
casetelnetdelay is determinedmainly by this initial
valuefor theretransmitimer.

The telnetconnectionssend40-bytepacketsat ran-
domintervalsdrawnfrom thetcplib distribution[DJ91].
Thetentelnetconnectionsogetheisendseverahundred
40-bytedatapacketsn one15-secondimulation. The
bulk-dataconnectionsend1000-bytedatapackets.The
starttimesfor the bulk-dataconnectionsare staggered
overthefirst secondof the 15-secondsimulation.

In Figures2 and3, the graphsillustratethe through-
putanddelayperformancen thesimulations.Thethree
columnsn Figures2 and3 showsimulationswith Drop-
Tail gatewaysRED gatewayswithout ECN, andRED
gatewayswith ECN, respectively Thegraphsn thetop
row showthe effectivethroughputof thefive bulk-data
connectionsas a fraction of the total availableband-
width in bits per second. The secondrow of graphs
showthebulk-dataconnectiorthatreceiveghesmallest
throughpuiverthe 15-secondimulation.

Thethird row of graphsshowsthe telnetpacketwith
the highestone-waytelnetdelay in seconds.This one-
waydelayisthedelayfromthefirsttimethatthepackeis
transmittedoy thesource until the packets receivedoy
thereceiver Thefourthrow showstheaveragene-way
telnetdelay Thefifth row showghefractionof thetelnet
packetghathaveaone-waydelaygreatethan100msec.
(A roundtrippacketdelaygreatethan100mseds likely
tobenoticeabldo thetelnetuser) Giventhequeuesizes
andpropagatiordelaysin thesesimulationsa one-way
packetdelaygreaterthan100 msecis only possiblefor
apacketthatis droppedatthe gateway

For eachgraphthe z-axis showsthe switch buffer
sizein kB. The four lines in eachgraph correspond
to four differentsimulationsets,with 8 kB and 64 kB
maximumTCPwindows,andwith bothbyte-base@nd
packet-basedjateways. For the (somewhatunrealis-
tic) byte-basedjatewaysthe queuesizeis measuredn
bytesratherthanin packetssothatasmall40-byteTEL-
NET packetis lesslikely to arrive to a full buffer than
is alarger 1000-byteFTP packet. For the packet-based
gatewaysthe queuesizeis measuredn packets.With
packet-base®RED gatewayghe gateways decisionto
drop or mark a packetis independendf that packets
sizein bytes,while with byte-basedRED gatewaydhe
probability thata packetis dropped(or marked)is pro-

portionalto that packets sizein bytes.

We ran five simulationsfor eachsetof parameters.
The resultof eachsimulationsis markedon the graph,
andthelinesshowthe average®f thefive simulations.

6.2 Resultsfor LAN simulations

As Figures2 and 3 show for all of the simulationsof
RED with ECN the effectivethroughputis highandthe
telnetpacketdelayis low. Without ECN the network
performancecan be significantly affectedby the TCP
clock granularity by thelevel of congestion(asa func-
tion of the TCP maximumwindow), andby whetherthe
RED gatewayis usinga droppingpolicy thatis sensitive
to packetsize.

For the simulationsin Figure 2 with the TCP clock
granularitysetto 0.1 msec,the throughputis high for
all threesetsof simulations,Drop-Tail, RED without
ECN,andREDwith ECN.However for thesimulations
of packet-basedrop-Tail and RED gatewayswithout
ECN, telnetpacketsare occasionallydropped,leading
to occasionatelnetpacketswvith high delay

Forthesimulationsin Figure3 of RED without ECN
with smallerswitch buffers,a TCP clock granularityof
100 msec,andsmall TCP windows, the throughputof
thebulk-dataconnectionsuffers. Becaus®f thecoarse
TCP clock granularity a numberof connectionsould
be waiting for a retransmittimer to expire,resultingin
link idle time.

For the simulationswith Drop-Tail gatewaysand
small TCP windows, packetsshouldneverbe dropped
atthegateway Forthesimulationswith Drop-Tail gate-
ways,larger TCP windows,anda TCP clock granular
ity of 100 msec,the overallthroughputis high, but the
graphof the “SmallestBulk-Data Throughput’shows
thatthereis someunfairnesswith smallerbuffer sizes,
thethroughpubf the smallestof thefive bulk-datacon-
nectionsis lessthan optimal. Note that a Drop-Tail
gatewaywith a certain buffer size cannotbe directly
comparedo a RED gatewaywith the samebuffer size;
the more appropriatecomparisonis betweena Drop-
Tail gatewayanda RED gatewaywith asimilaraverage
gueuesize.

Thesesimulationsshowthatthedelayfor smalltelnet
packetds muchlowerwith byte-basedatewaysThese
byte-basedjatewaysmnight beeasyto implementin our
simulator but they arenot typical of currentgateways.
In addition,for low-throughputdelay-sensitivénterac-
tive traffic wherethe sizeof individual packetss simi-
lar to the sizeof bulk-datapacketshyte-basedjateways
would not improve the performanceof the interactive
traffic.



Bulk-Data Throughput

0.2

Smallest Bulk-Data Throughput

0.0

Highest Telnet Delay (in Seconds)

0.0

Average Telnet Delay (in Seconds)

0.0

Fraction of Packets with High Delay

0.0

1.0

0.8

0.6

0.0

010 0.15 0.20

0.05

2.0 3.0

1.0

010 015 0.20

0.05

0.10 0.15 0.20

0.05

o o
% & = aF — 2 s & =
= 0 = 0
3ol 3o
= =
[=2] [=2]
g3r ge
= =
) = =
+ : byte-based DT, 8 kB windows ) S«
X 8ol 8o
o : byte-based DT, 64 kB windows ~ ~
=: packet-based DT, 64 kB windows 3 g! L 3 g!
o o
, , . . S , , . . S , , . .
50 100 150 200 0 50 100 150 200 0 50 100 150 200
Switch Buffer Size (in kB) Switch Buffer Size (in kB) Switch Buffer Size (in kB)
Drop Tail, TCP clock = 0.1 msec RED without ECN, TCP clock = 0.1 msec RED with ECN, TCP clock = 0.1 msec
o o
SF S
B — 50 50 — 9
Q Q
k=3 k=3
39l 39
= o = o
= =
£o £o
© ©
[aPals a-o
i“ o i“ o
> >
@ [Tl @ [Tl
=1 =)
2o 2o
© ©
1S 1S
N o N o
| I I L ol L L I L [SYu L L I |
50 100 150 200 0 50 100 150 200 0 50 100 150 200

Switch Buffer Size (in kB)
Drop Tail, TCP clock = 0.1 msec

Switch Buffer Size (in kB)
RED without ECN, TCP clock = 0.1 msec

Switch Buffer Size (in kB)
RED with ECN, TCP clock = 0.1 msec

°® 8

o
[}

Highest Telnet Delay (in Seconds)

3.0

B g e

2.0

Highest Telnet Delay (in Seconds)

3.0

2.0

o o o
o = [ —
s 0
o o o L
a -
T St N = P —— —— S——
50 100 150 200 0 50 100 0 50 100 150 200

Switch Buffer Size (in kB)
Drop Tail, TCP clock = 0.1 msec

Switch Buffer Size (in kB)
RED without ECN, TCP clock = 0.1 msec

Switch Buffer Size (in kB)
RED with ECN, TCP clock = 0.1 msec

Qoo oI

Average Telnet Delay (in Seconds)

0.0

k%%

010 0.15 0.20

0.05

Average Telnet Delay (in Seconds)

0.0

010 0.15 0.20

0.05

88— 8

50 100 150 200
Switch Buffer Size (in kB)
Drop Tail, TCP clock = 0.1 msec

0 50 100 150
Switch Buffer Size (in kB)
RED without ECN, TCP clock = 0.1 msec

200

50 100 150 200
Switch Buffer Size (in kB)
RED with ECN, TCP clock = 0.1 msec

Fraction of Packets with High Delay

0.0

i

e —————

0.10 0.15 0.20

0.05
]

Fraction of Packets with High Delay

0.0

0.10 0.15 0.20

0.05

L o s ol

50 100 150 200
Switch Buffer Size (in kB)

Drop Tail, TCP clock = 0.1 msec

Figure 2:

0 50 150
Switch Buffer Size (in kB)
RED without ECN, TCP clock = 0.1 msec

LAN simulationswith a0.1 msec TCP clock.

50 100 150 200
Switch Buffer Size (in kB)
RED with ECN, TCP clock = 0.1 msec




Bulk-Data Throughput

Smallest Bulk-Data Throughput

0.0

Highest Telnet Delay (in Seconds)

0

Average Telnet Delay (in Seconds)

0.0

Fraction of Packets with High Delay

0.0

1.0

0.8

0.6

0.2

0.0

010 0.15 0.20

0.05

2 3 4

1

010 015 0.20

0.05

0.10 0.15 0.20

0.05

F 5— ® = - SF S
= 0 = 0

[ 3ol 3o
S S

s el ge

= =
) = =
+ : byte-based DT, 8 kB windows © S <
* - £ g2
"0 byte-based DT, 64 kB windows = =
L =: packet-based DT, 64 kB windows 3 g! L 3 g!
o o
C. , , . . S , , . . S , , . .
0 50 100 150 200 0 50 100 150 200 0 50 100 150 200
Switch Buffer Size (in kB) Switch Buffer Size (in kB) Switch Buffer Size (in kB)
Drop Tail, TCP clock = 100 msec RED without ECN, TCP clock = 100 msec RED with ECN, TCP clock = 100 msec
o o
F NE I
P F %% £° g°
- g ¥ 5 5
1 o Fal ga
= o
= =
o g9 g9
= a or o<
i“ o i“ o
> >
@ [Tl @ [Tl
L G oF 79
2o 2o
= = =
& &
o @ ‘ ‘ ‘ 3k, 0 ‘ ‘ ‘ 3k, ‘ ‘ ‘ ‘
0 50 100 150 200 0 50 100 150 200 0 50 100 150 200
Switch Buffer Size (in kB) Switch Buffer Size (in kB) Switch Buffer Size (in kB)
Drop Tail, TCP clock = 100 msec RED without ECN, TCP clock = 100 msec RED with ECN, TCP clock = 100 msec

o
j= L j=
L o § < §
%] X %]

L = é ™ § g é :
= E % . z
L e & N 5 X 2

5} s | T T £a
L o o = b ~
g g
g 8 ol ® H )

C. . Sl sl —, Salr—— T o, ‘B ; i R 18 , L ————.—

0 50 100 150 200 0 50 100 150 200 0 50 100 150 200
Switch Buffer Size (in kB) Switch Buffer Size (in kB) Switch Buffer Size (in kB)
Drop Tail, TCP clock = 100 msec RED without ECN, TCP clock = 100 msec RED with ECN, TCP clock = 100 msec
o o
r o Nk N
=N=] =N=]
j= j=
o 8 8
L E K
£0° £0°
> >
I ° D 29
Sc s
N - © = ©
§ 5 )
L o - = oL o
o S = H oo oo
- R =) X =)}
= p——— S S
i [ [

L %k z ol zZ9 -8
L L L L < o L L < o L L L L L
0 50 100 150 0 50 100 150 200 0 50 100 150 200

Switch Buffer Size (in kB) Switch Buffer Size (in kB) Switch Buffer Size (in kB)
Drop Tail, TCP clock = 100 msec RED without ECN, TCP clock = 100 msec RED with ECN, TCP clock = 100 msec
n > Qr >
o o
[a] [a]
< <
=1t o 0
i = T Td
£ £
ES ES
L b3 @ gl 29
z° z°
@ @
o [Tl o [Tl
r B Qr B2
c o c o
=] =]
ks ks
S o S o

T L oSl . L oSy L ———— e —

0 0 50 100 150 200 0 50 100 150 200

Switch Buffer Size (in kB)
Drop Tail, TCP clock = 100 msec

Figure 3:

Switch Buffer Size (in kB)
RED without ECN, TCP clock = 100 msec

Switch Buffer Size (in kB)
RED with ECN, TCP clock = 100 msec

LAN simulations with a 100 msec TCP clock.




7 Simulation results of ECN in
WANS

This section gives results from simulations of ECN and
non-ECN gateways in a wide-area environment. The
throughput for the bulk-datatrafficis similar in the sim-
ulations with Drop-Tail gateways, RED gateways with
ECN, or RED gateways without ECN. However, the
packet delay for low-bandwidth telnet traffic is signif-
icantly lower for the simulations with ECN.

0.5 msec ow
Ol\ ) - /Q
3 msec 10 msec mse
Gateway Gateway
5 msec 45 Mbps 2 msec
100 Mbps 100 Mbps Q

Figure 4: Simulation scenario for wide-areatraffic.

7.1 WAN simulation scenario

The simulation network in Figure 4 has two-way traf-
fic consisting of sixteen TELNET connections in each
direction, occasional FTP connections with a limited
amount of datato transfer (100-300 packets), and anum-
ber of bulk-data connections with an unlimited amount
of data to transfer. For the simulations in Figure 5 of
a moderate traffic load, there are four bulk-data TCP
connections in each direction. For the simulations in
Figure 6 of a heavy traffic load, there are twenty bulk-
data TCP connections in each direction. Thisisnot in-
tended to be arealistic scenario; thisis simply intended
to illustrate that the performance of non-ECN gateways
dependsin part on the level of congestion.

The roundtrip propagation delays range from 21 to
40 msec. Given 1000-byte packets, the bandwidth-delay
product for a single connection ranges from 118 to 225
packets. Each simulation is run for 10 seconds.

The RED gateways in this ssmulation have the same
minimum and maximum thresholds for the average
gueue size as described in the previous section. How-
ever, asis appropriate for gateways intended for wide-
areatraffic, the time constant for the low-passfilter used
to calculate the average queue size has been increased.3

3The“weight” usedby the exponentialveightedmoving average

The graphsin Figures 5 and 6 show three sets of sSim-
ulations, as in the previous section. The first row of
graphs shows the aggregate throughput of the bulk-data
connections that go from a source on the left to a re-
ceiver on theright, and the second row of graphs shows
the bulk-data connection from thesethat has the smallest
throughput. The third and fourth rows of graphs show
the worst-case and the average telnet packet delay for
telnet packets going from left to right. The fifth row of
graphs shows the average throughput of the shorter data
connections with limited data to send.

Note that for several of the graphs, the y-axisin Fig-
ure 6 is different from that in Figure 5.

The simulations use TCP connectionswith a100 msec
TCP clock granularity. The simulations with TCP con-
nections with a 0.1 msec TCP clock granularity give
similar results, and are not shown here.

7.2 Resultsfor WAN simulations

The results of the WAN simulations show that, while
throughput is similar in all three sets of simulations,
the packet delay for low-bandwidth interactive traffic
is much better for the simulations with ECN.

The results are fairly similar for the two simulation
sets without ECN, those with Drop Tail gateways and
those with RED gateways. However, it would be possi-
ble to construct WAN scenarios, like the LAN simula-
tions earlier in this paper, that illustrate some of the ad-
vantages of RED gateways (with or without ECN) over
Drop-Tail gateways [FJ93, VS94]. This could probably
be the case, for example, for scenariosthat exhibit either
global synchronization and/or unfairnesswith Drop-Tail
gateways.

Notethat, for both Drop Tail gatewaysand RED gate-
ways without ECN, telnet packet delay is worse with
a larger number of bulk-data connections or with TCP
connections with larger windows. In these simulations
with increased demand, an increased number of packet
drops is required from a non-ECN gateway to control
congestion.

For the Drop-Tail gateways, the throughput and delay
performanceisparticularly good for thesimulationswith
asmaller number of bulk-data connections, smaller win-
dows, and byte-based gateways. In thiscasethelevel of
congestion isfairly low.

For wide-area traffic, even for those cases where the
source has to wait for aretransmit timer to detect alost
packet, a TCP clock granularity of 100 msec is not a
major problem, and the additional delay to wait for a
retransmit timer has a less significant impact on perfor-

filter to calculateheaverageueuesizehasbeendecreaseftom 0.002
to 0.001[FJ93.
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Figure 5: WAN simulations with a 100 msec TCP clock and a moderate number of bulk-data connections.
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Figure 6: WAN simulations with a 100 msec TCP clock and a large number of bulk-data connections.




mance. Inthis case, the simulationswith 100 msec TCP
clocks are similar to those with 0.1 msec TCP clocks.

8 Advantages and disadvantages of
ECN

In this section we discuss further some of the advan-
tages and disadvantages of ECN, both for the current
Internet environment and for various proposed modifi-
cationsto that environment. Asalready discussed in the
introduction, the advantages of ECN include a reduc-
tionin packet drops and packet delay for low-bandwidth
delay-sensitive TCP traffic and a prompt notification to
end nodes of network congestion.

8.1 Disadvantagesof ECN

Twodisadvantages or potential problemswith ECN con-
cern non-compliant ECN connections and the potential
loss of ECN messages in the network.

A non-compliant TCP connection could set the ECN
field toindicatethat it was ECN-capable, and thenignore
ECN notifications. Non-compliant connections could
also ignore Source Quench messages. However, for a
network that uses only packet dropsfor congestion noti-
fication, a non-compliant connection could also refrain
from making appropriate window decreasesin response
to packet drops. A non-compliant connection interested
in reliable delivery cannot ignore packet drops com-
pletely, but in the absence of monitoring and controls, a
non-compliant connection could cause congestion prob-
lemsin either an ECN or anon-ECN environment.

A problem with ECN messages that has no counter-
part with packet drops is that an ECN message (e.g., a
Source Quench message, or aTCP ACK packet with the
ECN field set) could be dropped by the network, and
the congestion notification could fail to reach the end
node. Thus, neither Source Quench messages nor the
use of ECN fields in packet headers can guarantee that
the TCP source will receive each notification of conges-
tion. However, with RED gateways the gateway does
not rely on the source to respond to each congestion no-
tification. The gateway will continue to set the ECN
field in randomly-chosen packets as long as congestion
persists at the gateway. In addition, a gateway imple-
menting RED algorithmsisparticularly unlikely to drop
a high fraction of packets. The occasional loss of an
ECN message should not be a serious problem.

8.2 ECN with other versionsof TCP

The simulations in this paper use Reno-style TCP algo-
rithms, modified as suggested in this paper to respond

to ECN messages. In this section we discuss the im-
plications of ECN for some proposed modifications to
TCP.

One proposed modification to TCP, the addition of
Selective Acknowledgements, would reduce TCP's re-
liance on the retransmit timer when multiple packets are
dropped in one roundtrip time. While this would im-
prove somewhat the robustness of the response of bulk-
data TCP connections to packet drops as an indication
of congestion, thiswould not reduce the ability of ECN
mechanisms to reduce packet delay for low-bandwidth
delay-sensitive TCP connections.

There are several proposed modifications of TCP
[BOP94, WC9I1, WC92] where the TCP source would
detect incipient congestion from the traffic dynamics of
the connection’s traffic stream. For a network such as
the Internet without admissions control, a TCP source
cannot completely prevent the network from dropping
its packets. Nevertheless, with improved detection by
TCP of incipient congestion, the TCP source could re-
duce congestion and consequently reduce the number of
packets dropped.

However, the possibility of improved congestion de-
tection by the end nodes does not eliminate the need
for improved congestion detection at the gateways. In
particular, in the absence of prior information about
the fixed propagation delay of a path, it is not possi-
ble for end nodes to distinguish between propagation
delay and persistent queueing delay (that is, queueing
delay that existed when the connection was started, and
that has persisted for the duration of the connection).
Asthe delay-bandwidth product of network connections
increases, the buffer capacity as the gateways will also
increase, and it will become increasingly important that
these large buffers not have persistent large queues.

The detection of persistent large queues is appropri-
ately done in the gateway itself, and the notification to
the end nodes of this congestion requires either packet
drops or ECN. Thus, while proposed modifications of
TCP might decrease the number of packets dropped by
the gateways as aresult of buffer overflows, these modi-
fications do not eliminate the need for some form of con-
gestion notification from the gateways to the end nodes.

It seems unlikely to us that modifications of TCP
with newer end-to-end congestion avoidance mecha-
nismswould significantly reducethe usefulness of ECN.

8.3 ECN with proposedmodifications to
router schedulingalgorithms

Other possible changes in future networks such as the
introduction of priority-based scheduling or of Fair-
Queueing-based scheduling at the gateways could com-
plicate the traffic dynamics of TCP traffic in future net-



works.

As anexampleof possiblechangestheproposedPng
headef{H94] containsa Flow Labelwith a4-bit Traffic
Classfield identifying sevenclasse®f flow-controlled
(e.g., TCP)traffic, includingclassedor unattendediata
transfeisuchasemail attendedlatatransfeisuchasFTR,
interactivetraffic suchastelnet,andinteractivecontrol
traffic suchasSNMP. These~low Labelscouldfacilitate
the useby gatewaysof separategqueuesor scheduling
algorithmsfor thedifferenttraffic classe$BCS94 F93.

Theuseof aseparatéraffic classfor interactivetraffic
wouldreducepacketdropsfor thistraffic duringperiods
of low demandrom theinteractiveraffic. However for
both attendeddatatransferandinteractivetraffic, some
notification of congestiorfrom the gatewayswill con-
tinueto berequired.Thus,theuseof ECN mechanisms
would still improve the promptnessand robustnes®f
congestiomotificationfor datatransferconnectionsand
reduceunnecessarpacketdropsfor someconnections
in theinteractivetraffic class.

While it is difficult to predictthe futureinternetcon-
gestioncontrolenvironmentandthepreciseadvantages
anddisadvantagesf ECN mechanism#n thatenviron-
ment, the basicadvantagesf ECN mechanism®f re-
ducingunnecessargacketdropsfor low-bandwidthin-
teractivetraffic andof speedinghe notificationof con-
gestionto bulk dataconnectionseemlikely to remain.
Further in aheterogeneousternetsomeroutersmight
find ECNmechanismasefulfor ECN-capabl@ CPcon-
nections,without ECN mechanism$eingrequiredfor
all routers.

9 Implementation issues

9.1 Source Quench messagesvs. ECN

fieldsin packetheaders

The guidelinesin the paperfor the responseof TCP
sourcesto ECN messagesre orthogonalto the ques-
tion of the mechanismdor delivering this congestion
notificationto the source. In this sectionwe compare
two suchmechanisms:SourceQuenchmessagesand
ECNfieldsin packetheaders.

Oneadvantagef usingeCN fieldsin IP packethead-
ersis that the ECN field placesno additionalload on
the network in times of congestion. If a Drop-Tall
routerwereto senda SourceQuenchmessagéor every
packedroppedattherouter theoverheaf thisSource
Quenchtraffic in timesof congestiorcould be a signif-
icantproblem. However the useof intelligentgateway
mechanismsuchasthosein RED gatewaysvould limit
the overheadf the SourceQuenchtraffic. In addition,
in particularenvironmentsuchasLANs wheretheover

headof SourceQuenchmessagesgvould be limited by
the smallnumberof hopson thereturnpaths the useof
SourceQuenchmessagesouldbe quitejustifiable.

An advantagef SourceQuenchmessagesgor other
formsof “backwardECN") over“forward” ECN mech-
anismssuchaseECNfieldsin packetheaderss thatwith
SourceQuenchmessageghenotificationof congestion
arrivesat the sourceas quickly as possible. Although
we havenot exploredthe dynamicsof backwardECN
mechanismsuchasSourceQuenchin our simulations,
this promptnesén the notificationof congestiorwould
be anadvantagén congestiorcontrolschemes.

Anotherpracticaladvantagef SourceQuenchmes-
sagess thatSourceQuenchmessagesouldbeusedim-
mediatelyin appropriatenetworks givenmodifiedTCP
implementationswith the responseo SourceQuench
messageproposedn this paper The useof an ECN
field in TCP/IPnetworkswould dependnthepresence
of the ECN field in IPng headers Evenif the evidence
were sufficiently compellingto motivatesuchan addi-
tion, it could be yearsbefore suchheaderswvere fully
deployed.

As alreadymentionedboth SourceQuenchmessages
and TCP acknowledgememtacketswith the ECN field
setcould be droppedby a gateway with the resultthat
the TCPsourcenodemightneverreceivethecongestion
notification. If the networkdropsa datapacketthathas
the ECN bit set,the TCP sourcewill still infer conges-
tion whenit detect¢he droppeddatapacket. However
if the networkdropsan ACK packetthat hasthe ECN
bit set,andthe TCPsourcdaterreceiveanACK packet
withoutthe ECN bit setthatacknowledgea subsequent
datapacketthenthe TCP sourcewill neverreceivethe
notificationof congestionThus,neitherSourceQuench
messagesor ECNfieldsensureeliabledeliveryof con-
gestionnatification.

9.2 Incremental deployment of ECN-
capableTCP

One concernregardingeCN fields in IP packethead-
ersis with theincrementaeploymenbf ECN-capable
TCP implementationslIf a gatewaysetsthe ECN field
in apacketheaderhow doesthe gatewayknowthatthe
transport-leveprotocolis capableof respondingappro-
priately? For an ECN field with two bits, onebit could
beusedto indicatewhetheror not thetransportprotocol
couldrespondo ECN, andthe secondit couldbeused
to indicatecongestion.For an ECN field with only one
bit, thesewo functionswould haveto becombinedwith
asinglebit.

For an ECN field that consistsof a single bit, one
value, say the “OFF” value, could indicate “ECN-
capablelransportrotocol’,andthe“ON” value,could



indicate “either Non-ECN Transport Protocol or Con-
gestion Notification”. For packets from transport-level
sources that are not capable of ECN response, the ECN
field could be set to ON (the default value). For packets
from transport-level sources capable of ECN response,
the ECN field could be set to OFF. Non-ECN-capable
gateways would ignore the ECN field, simply dropping
packets to indicate congestion. ECN-capable gateways,
seeing packetswith the ECN field OFF, would know that
the corresponding transport protocol was ECN-capable,
and could set the ECN field to ON for appropriate pack-
ets during times of congestion.

For arriving packetswith the ECN field ON, the ECN-
capable gateway would not know whether that packet
came from a non-ECN-capable transport protocol, or
whether the ECN field had been set by a previous gate-
way. In either case, if the gateway wanted to notify a
TCP source about congestion, the gateway would drop
the packet. Thismethod of incremental deployment with
asingle-bit ECN field would mean that for packets from
ECN-capable transport protocols, that packet would be
dropped by asecond router attempting to set the ECN bit.
This can only happen for packets that pass through mul-
tiple congested gateways, where both gateways choose
that packet for notifying the source of congestion.

Thus, ECN fields could be deployed in a heteroge-
neous environment where only some of the TCP imple-
mentations were ECN-capable, and where only some of
the routers have procedures for setting the ECN field.

Note that this description of a single-bit ECN field
assumes a TCP connection with one-way traffic, where
all of the data packets travel in one direction and ACK
packets travel in the other. For a TCP connection with
two-way data transfer, a second bit would be needed in
the ECN field, or some additional mechanism would be
needed to return an indication of congestion from the
receiver to the source.

A concern with incremental deployment also exists
for Source Quench messages. If a gateway wants to
use Source Quench messages, the gateway would not
know whether the TCP implementation was a old im-
plementation with a fairly drastic response to Source
Quench messages, or a newer implementation with the
responses recommended in this paper. However, in this
case the problem with older implementations would not
be that they would ignore Source Quench messages en-
tirely, but that they would back off for too long in re-
sponse to a Source Quench message. Thiswould be an
incentive for usersto upgrade to newer TCP implemen-
tations, given an environment with routers using Source

Quench messages.

9.3 ImprovingtheTCP clock granularity?

Inthe simulationsin this section, the advantages of ECN
mechanisms in TCP/IP networks are most pronounced
for LAN traffic with TCP implementations limited by a
coarse-granularity TCP clock. Thiscoarse-grained TCP
clock limits the granularity of TCP's measurements of
current roundtrip times, used to determine the value for
the retransmit timer. The simulation results in this pa-
per, along with other results [RF94], argue in favor of
improving the granularity of TCP clocks.

Unfortunately, even if there were no hardware con-
siderations, and TCP designers could set the TCP clock
granularity to the optimal value, it is not obvious what
that optimal value should be. It seemsclear (tous) that a
TCP clock granularity of 100 msec (or slightly smaller)
would be more appropriate for current networksthan the
TCP clock granularity of 500 msec in many current TCP
implementations.

However, inthe current algorithmsfor setting the TCP
retransmit timer, thecoarse granul arity for the TCPclock
is deliberately used as alow-passfilter to filter out com-
mon traffic variations [J88]. This filtering implicitly
accounts for common traffic dynamics such as interac-
tions between local and long haul traffic. Changing to
an arbitrarily-fine-grained TCP clock (e.g., considerably
smaller than 100 msec) would remove this filtering, re-
sulting in false retransmits in many scenarios. If afine-
grained TCP clock were used, this filtering would have
to be replaced by a substantially more sophisticated es-
timation process. The addition of ECN mechanisms to
TCP/IP networks has the advantage of reducing the im-
portance of the TCP clock granularity, thereby increas-
ing the general robustness of the network.

94 TCPover ATM

The investigation of ECN in this paper concerns only
TCP/IP networks; we are not considering the various
proposals for ECN in ATM networks. In particular, we
are not considering the congestion control strategiesthat
might be used inside the ATM networks.

We do, however, consider a scenario of TCP/IP traf-
fic where part or al of the path might consist of ATM
networks. The ATM network needs mechanisms to in-
form TCP connections of congestion. At the moment,
the only viable mechanism is for the ATM network to
drop TCP/IP packets, either inside or at the boundaries
of the ATM network.

If IP-level ECN mechanisms (e.g., Source Quench,
ECN fieldsin | P packet headers) wereavailablefor ATM
networks to inform TCP sources about congestion, the
ATM networks could invoke these mechanisms at the
boundary of the ATM networks where frame segmenta-



tion and reassembly occur. For example, for a TCP/IP
network where some of the TCP sources were ECN-
capable, the ATM boundary router could drop TCP/IP
packetsto indicate congestion to non-ECN-capable TCP
sources, and invoke ECN mechanisms for packets from
ECN-capable TCP sources.

10 Conclusions and Future Work

We have proposed specific guidelines for TCP's re-
sponse to Source Quench messages or to other ECN
mechanisms. We would propose that these guidelines
be used to modify TCP's response to Source Quench
messages. |If TCP implementations had a more clearly-
defined response to Source Quench messages, then net-
works such as ATM LANS could consider whether or
not to use Source Quench messages as a controlled noti-
fication of congestion to TCP/IP connections traversing
that network.

For a wide-area network the overhead of Source
Quench messages makes their use problematic. How-
ever, the logistical difficulties of adding ECN fields to
| P packet headers makes the use of ECN fields problem-
aticaswell. The proposed | Png packet header [H94] has
no space allocated for an ECN field, and it isnot clear if
IPng options, with a minimum length of 8 octets, would
be an appropriate place for an ECN field.

Thesimulationsin this paper suggest the ECN mech-
anisms would give a clear, if modest, benefit in TCP/IP
networks. However, we see this research as a prelimi-
nary investigation of the advantages and disadvantages
of ECN mechanismsin TCP/IP networks.

A main advantage of ECN mechanismsisin avoiding
unnecessary packet drops, and therefore avoiding un-
necessary delay for packets from low-bandwidth delay-
sensitive TCP connections. Thisadvantage will be most
pronounced in a highly-congested network wherea high
frequency of packet dropsis required to control conges-
tion.

A second advantage of ECN mechanisms is in net-
works (generally LANS) wherethe effectivenessof TCP
retransmit timersis limited by the coarse granularity of
the TCP clock. With ECN, the congestion notificationis
promptly received by the TCP source, and the connec-
tion does not remain idle, waiting for a TCP retransmit
timer to expire, after a packet has been dropped. While
to some extent the over-coarse granularity of the TCP
clock could be corrected, and the TCP retransmit timer
algorithms suitably modified, the use of ECN mecha-
nisms, by reducing the number of packet drops, reduces
the dependence on the retransmit timer.

One disadvantage of ECN mechanisms discussed ear-
lier in the paper is that ECN messages (e.g., Source

Quench messages, or TCP ACK packets with the ECN
field set) could be dropped by the network before reach-
ing the TCP source. For aTCP connection, packet drops
are areliable (if sometimes slow) indication of conges-
tion. Preliminary simulations of a wide-area scenario
with two-way traffic and multiple congested gateways,
some with Drop-Tail gateways and some with ECN-
capable RED gateways, do not show performance prob-
lems from dropped ECN messages. In addition, the
number of dropped ECN messages should be small in
a network with ECN mechanisms and RED-style gate-

ways.
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