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Abstract

Thispaperdiscussestheuseof Explicit CongestionNoti-
fication(ECN)mechanismsin theTCP/IPprotocol.The
first partproposesnewguidelinesfor TCP’sresponseto
ECN mechanisms(e.g.,SourceQuenchpackets,ECN
fields in packetheaders).Next, usingsimulations,we
explorethe benefitsanddrawbacksof ECN in TCP/IP
networks. Our simulationsuseRED gatewaysmodi-
fied to set an ECN bit in the IP packetheaderas an
indicationof congestion,with Reno-styleTCPmodified
to respondto ECN aswell as to packetdropsas indi-
cationsof congestion. The simulationsshow that one
advantageof ECN mechanismsis in avoidingunneces-
sarypacketdrops,andthereforeavoidingunnecessary
delay for packetsfrom low-bandwidthdelay-sensitive
TCP connections.A secondadvantageof ECN mech-
anismsis in networks(generallyLANs) wherethe ef-
fectivenessof TCP retransmittimers is limited by the
coarsegranularityof theTCPclock. Thepaperalsodis-
cussessomeimplementationissuesconcerningspecific
ECNmechanismsin TCP/IPnetworks.

1 Introduction

This paperproposesguidelinesfor TCP’s responseto
ECN (Explicit CongestionNotification) mechanisms,
andexplorestheeffectuponperformanceof ECNmech-
anismsin TCP/IPnetworks.Thepaperdiscussessome
implementationissuesconcerningECN mechanisms,
butdoesnotmakespecificrecommendationsconcerning
theuseof ECN mechanismsin TCP/IPnetworks.

In current TCP/IP networks,TCP relies on packet
dropsasthe indicationof congestion.TheTCPsource
detectsdroppedpacketseitherfrom thereceiptof three
duplicateacknowledgements(ACKs) or after the time-
out of a retransmittimer, and respondsto a dropped
packetby reducingthecongestionwindow [J88]. TCP
implementationsalsorespondto ICMP SourceQuench
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messages,butSourceQuenchmessagesarerarelyused,
in partbecausetheycanconsumenetworkbandwidthin
timesof congestion.

The relianceon packet drops as the indication of
congestionis perfectlyappropriatefor a networkwith
routerswhosemain function is to routepacketsto the
appropriateoutputport. Mostcurrentroutersin TCP/IP
networkshaveno provisionfor the detectionof incip-
ient congestion.Whena queueoverflows,packetsare
dropped.WhentheTCPsourcedetectsthispacketdrop,
theTCPsourceinfersthepresenceof congestionin the
network.

Future routers are likely to have more developed
mechanismsfor the detectionof incipient congestion.
With theDECbitscheme,for example,routersdetectin-
cipientcongestionbycomputingtheaveragequeuesize,
andsettheECNbit in packetheaderswhentheaverage
queuesizeexceedsacertainthreshold[RJ90]. Recently-
proposedRandom Early Detection (RED) gateways
have a similar ability to detect incipient congestion
[FJ93]. Gatewayswith mechanismsfor detectingincip-
ient congestionbeforethequeueoverflowsarenot lim-
ited to packetdropsasthemethodof informingsources
of congestion.

Fornetworkswith mechanismsfor thedetectionof in-
cipientcongestion,theuseof ECN mechanismsfor the
notificationof congestionto theendnodespreventsun-
necessarypacketdrops. For bulk-dataconnections,the
useris concernedonly with the arrival time of the last
packetof data,anddelaysof individual packetsareof
no concern.For someinteractivetraffic, however, such
astelnettraffic, theuseris sensitiveto thedelayof indi-
vidualpackets.Forsuchlow-bandwidthdelay-sensitive
TCP traffic, unnecessarypacketdropsand packetre-
transmissionscanresult in noticeableandunnecessary
delaysfor theuser. For someconnections,thesedelays
canbe exacerbatedby a coarse-granularityTCP timer
thatdelaysthesource’s retransmissionof thepacket.

A secondbenefitof ECN mechanismsis that with
ECN, sourcescan be informed of congestionquickly
andunambiguously, without the sourcehavingto wait
for eithera retransmittimer or threeduplicateACKs to
infer adroppedpacket.Forbulk-dataTCPconnections,



thedelayfor theretransmissionof anindividualpacketis
not generallyan issue. For bulk-dataTCPconnections
in wide-areaenvironments,the congestionwindow is
generallysufficiently largethatthedroppedpacketisde-
tectedfairly promptlyby theFastRetransmitprocedure.
Nevertheless,for thosecaseswherea droppedpacketis
not detectedby the FastRetransmitprocedure,the use
of ECN mechanismscanimprovea bulk-dataconnec-
tion’sresponsetocongestion.If thesourceis delayedin
detectinga droppedpacket,perhapsdueto asmallcon-
gestioncontrolwindowandacoarse-grainedTCPtimer,
thesourcecanlie idle. Thisdelay, whencombinedwith
theglobalsynchronization,canresultin substantiallink
idle time.

An additionalmotivationfor theexplorationof ECN
mechanismsin TCP/IP networksconcernsthe possi-
bility of TCP/IP traffic traversingnetworksthat have
their own congestioncontrol mechanisms(e.g., ATM
networks).With currentimplementationsof TCP, such
networksarelimited to packetdropsastheonly viable
mechanismto inform TCPsourcesof congestion.Such
networkswouldbenefitfromtheadditiontoTCPof more
intelligentECN-responsemethods.If thiswerethecase,
thenfor TCPtraffic thattravelsfor all or partof its path
overATM networks,ECNmechanismscouldbeinvoked
at theedgeof theATM networkandusedto inform TCP
sourcesof congestionwithin the ATM network. This
useof ECNmechanismsto inform TCPsourcesof con-
gestionwouldbeindependentof thecongestioncontrol
mechanismswithin theATM networks.

This paperexploressomeof the generaladvantages
anddisadvantagesof ECNmechanismsin TCP/IPmech-
anisms,but does not make recommendationsfor or
againstspecificECN mechanisms(e.g.,theadditionof
an ECN field to IP headers).The resultsin this paper
areintendedto bequalitative,not quantitative.For ex-
ample,while it is clearthat theuseof ECN canreduce
thepacketdelayfor low-bandwidthdelay-sensitiveTCP
traffic, the extentof this benefitdependson the exact
networktopology, the traffic mix, andthedetailsof the
relevantgatewayandtransportcongestioncontrolalgo-
rithms. Thesimulationsin this papershowthattheuse
of ECN canreducepacketdelay, but theydo not quan-
tify theexpectedreductionin packetdelayin aparticular
network.

Section2 discussessomecurrentECN mechanisms,
suchasSourceQuenchin TCP/IPnetworks.Section3
briefly discussesthe role of the router in detectingin-
cipientcongestion.Section4 presentsour proposalfor
guidelinesfor TCP’sresponseto ECN; theseguidelines
differ from thoseof currentnetworkmechanisms.Sec-
tion 5 discussesthe applicationof theseguidelinesto
the implementationof Reno-styleTCP in our simula-
tor. Sections6 and7 presentour simulationresultsof

LAN and WAN environments. Section8.2 discusses
someof the implications, for the evaluationof ECN
mechanisms,for someof the proposedmodifications
to TCP or to gatewayschedulingalgorithms. Finally,
Section9 discussesvariousimplementationissuescon-
cerningECN mechanismsin TCP/IPnetworks. These
includecomparisonsbetweenSourceQuenchandECN
fieldsin packetheaders,possibilitiesfor theincremental
deploymentof ECN mechanismsin TCP/IPnetworks,
a discussionof TCPclock granularity, anda discussion
of IP-levelECN mechanismsfor TCPtraffic overATM
networks. Section10 presentsconclusionsand open
questions.

2 Current ECN mechanisms

In thissectionwediscussbrieflyECNmechanismssuch
as SourceQuenchmessages,DECbit’s ECN bit, and
FECN/BECNproposalsfor ATM networks. Onepur-
poseof thissectionis todescribethecurrentECNmech-
anismsin TCP/IP networks. This includesa detailed
explanationof theinadequaciesof currentimplementa-
tionsof SourceQuench.In thissectionwealsodescribe
the ECN mechanismsin theDECbit congestionavoid-
ancescheme,partly to motivatethesomewhat-different
guidelinesthatweproposein thefollowing two sections
for ECNin TCP/IPnetworks.Finally, weprovidepoint-
ers to otherdiscussionsof proposedECN mechanisms
in theliterature.

Currently, ICMP SourceQuenchmessagesare the
only ECN mechanismsin TCP/IPnetworks,but in fact
SourceQuenchis rarely usedin the current Internet.
A routeror hostmight sendan ICMP SourceQuench
messagewhenit receivesdatagramsat a ratethat is too
fastto beprocessed[S94]. While RFC1009[BP87] re-
quiredroutersto generateSourceQuencheswhenthey
ranoutof buffers,thecurrentdraftonRequirementsfor
IP Routers[A94] specifiesthataroutershouldnotorigi-
nateSourceQuenchmessages,andthatarouterthatdoes
originateSourceQuenchmessagesmustbeableto limit
therateatwhichtheyaregenerated.In thedraft,Source
Quenchmessagesarecriticized asconsumingnetwork
bandwidth,andasbeingbothineffectiveandunfair. In
contrast,asdiscussedin thenextsection,theuseof RED
gatewayswith SourceQuenchmessageswould control
the rateat which SourceQuenchmessagesweregen-
erated,while increasingboth the effectivenessandthe
fairnessof thesemessages.

Theguidelinesfor TCP’s responseto SourceQuench
predatesuch TCP congestioncontrol mechanismsas
Fast Retransmitand FastRecovery[S94]. From the
guidelinesin [BP87], TCP implementationsshouldre-
spondto aSourceQuenchby “triggeringaslowstart,as



if a retransmissiontimeouthadoccurred”.In BSDTCP
implementations,theTCPsourcerespondsto a Source
Quenchby reducingthe congestioncontrol window to
one, initiating Slow-Start. If the SourceQuenchsig-
nalsa droppedpacket,andis thereforefollowed by ei-
theraretransmittimertimeoutorby theFastRetransmit
procedure,thenthe timeoutrecoverycodefollows the
SourceQuenchcode. In this casetheslow startthresh-
old ssthresh endsup beingsetto oneor two segments,
resultingin averyslowreopeningof thecongestionwin-
dow. Thisuseof Slow-Startcombinedwith asmallslow
startthresholdmakestheuseof SourceQuenchparticu-
larly unattractivefor large-windowTCPconnectionsin
high-speedenvironments.Thispaperproposesalternate
guidelinesfor TCP’sresponseto SourceQuench.

In theDECbit congestionavoidancescheme[RJ90],
thegatewayusesacongestion-notificationbit in packet
headersto providefeedbackaboutcongestionin thenet-
work. Whenapacketarrivesatthegateway, thegateway
calculatestheaveragequeuelength. Whentheaverage
queuesizeat thegatewayexceedsone,thegatewaysets
theECN bit in thepacketheaderof arriving packets.

The sourceuseswindow flow control, and updates
its window onceeverytwo roundtriptimes. If at least
half of thepacketsin the last window hadthe ECN bit
set,thenthecongestionwindowisdecreasedmultiplica-
tively. Otherwise,the congestionwindow is increased
additively. In contrastto the DECbit scheme,for the
ECN mechanismproposedin this papera singlepacket
with theECNbit setis to beinterpretedby thetransport-
levelsourceasanindicationof congestion.

[WRM91] reportson experimentsin an OSI testbed
modifiedto includethecongestion-notificationbit pro-
posedin [RJ90]. A rangeof ECN-basedrate-based
congestioncontrolschemeshavebeenproposedfor use
within ATM networks.Theseincludeproposalsbothfor
ForwardECN(FECN)andfor BackwardECN(BECN).
An introductiontosomeof theseproposalscanbefound
in [N94].

3 The role of the router

Thissectiondiscussestheroleof therouterin generating
ECN messages.ECN messagescouldbegeneratedei-
therby anIP routeror by aboundaryrouterfor anATM
networkthatcarriesTCP/IPtraffic. Thissectionconsid-
ersIP networkswith REDgateways,wherethegateway
monitorstheaveragequeuesizeandduringcongestion
usesa probabilisticalgorithmto choosewhich arriving
packetsto mark(e.g.,to drop,or to settheECNfield in
thepacketheader).

In oursimulationsusingREDgatewayswith ECN,the
REDgatewayssettheECNfield in thepacketheader;in

thesimulationsusingRED gatewayswithout ECN, the
REDgatewaysdropthepacketinstead.In bothvariants
of RED gateways,the gatewaydropsa packetwhena
packetarrivesto a full queue.

It wouldbepossibleto addECNmechanismsto atra-
ditional Drop-Tail gateway, wherethe gatewaysimply
dropsarrivingpacketswhenthequeuebuffer is full. For
example,Drop-Tail gateways,after droppinga packet,
couldsendSourceQuenchmessagesto theTCPsource.
However, wedonotadvocateaddingECNmechanisms
to Drop-Tail gateways,andwe do not investigatesuch
schemesin thispaper. If ECNmechanismsareaddedto
agateway, it makessenseto addat thesametimemech-
anismsto monitor the averagequeuesize. We believe
thattheuseof ECNmechanismsareof mostbenefitin a
gatewaythatnotifiesconnectionsof incipientcongestion
beforethequeueactuallyoverflows.1

To a first approximation,RED gatewaysmark (e.g.,
drop) a percentageof arriving packets,wherethe ex-
act percentageof arriving packetsmarkedshould be
just enoughto control the averagequeuesizeover the
long run. For example,in a LAN environment,wherea
TCP connectionincreasesits congestionwindow quite
rapidly, anon-ECNgatewaymighthavetodropasignif-
icant fractionof arriving packetsto controlcongestion.
For REDgatewayswith aFIFOqueue,if acertainfrac-
tion of bulk-datapacketshaveto bedroppedto control
congestion,theREDgatewaydropsthesamefractionof
telnetpackets.

Currentroutersgenerallyhaveasinglequeuefor each
outputport. In the future, routerscould haveseparate
queuesfor separate“classes”of traffic [BCS94]. In this
case,the ECN mechanismscould apply separatelyto
eachqueue.Asdiscussedin Section8.3,thiscouldaffect
themotivationsfor ECNmechanisms.

4 Guidelines for TCP’s response to
ECN

In this sectionwe explainour guidelinesfor TCP’s re-
sponseto ECN.Theseguidelinesdiffer from TCP’scur-
rent responseto SourceQuenchmessages,or from the
responseof transportprotocolsto DECbit’s congestion
notification bit. Theseguidelinesprovide that the re-
ceipt of a singleECN messageservesasa notification
of congestionto theTCPsource.At thesametime, the
guidelinesensurethattheTCPsourcedoesnot respond
to ECNmessagesmorefrequentlythannecessary.
Guidelines:

� TCP’s responseto ECN should be similar, over

1As an example, [PP87] suggested that the gateway send Source
Quench messages when the queue size exceeds a certain threshold.



longertimescales,to its responseto adroppedpacketas
anindicationof congestion.

� Oversmallertimescales(e.g.,oneor two roundtrip
times),TCP’sresponseto ECNcanbelessconservative
thanits responseto adroppedpacketasanindicationof
congestion.In TahoeandRenoimplementationsof TCP,
after a packethasbeendroppedthe TCP sourcestops
sendingfor a time periodon the orderof a roundtrip
time (half a roundtrip time for Renoimplementations),
allowing networkqueuesto dissipatesomewhat.This
delayis not necessaryasa responseto anECN, which
doesnot indicatea queueoverflow.

� For TCP, thereceiptof a singleECN (e.g.,a single
SourceQuenchpacket,or asinglepacketwith theECN
bit set) shouldtrigger a responseto congestion. This
is unlike theDECbit congestioncontrolscheme,where
the sourcerespondsto congestiononly if at leasthalf
of the packetsin the last window had the ECN bit set
[RJ90]. Thedecisionto allow asingleECN messageto
triggera responseto congestionrequiresa minimumof
overhead.In addition,becausethegatewaydoesnotset
theECNfield in every arrivingpacketwhentheaverage
queuesizeis too high, the gatewaycanuseprobabilis-
tic algorithmsto informparticularsourcesof congestion
[FJ93]. Becausetheprobabilitythataconnectionis no-
tified of congestionis proportionalto thatconnection’s
shareof thebandwidthat thecongestedgateway, these
probabilisticalgorithmsreduceglobal synchronization
andimprovefairness.

� TCP should react to an ECN at most once per
roundtriptime. TheTCPsourceshouldignoresucceed-
ing ECNsif the sourcehasreactedto a previousECN
or to a droppedpacketin the last roundtriptime. This
alsomeansthatif, immediatelyafterreactingtoanECN,
theTCPsourcereceivesthreeduplicateACKs indicat-
ing adroppedpacket,theTCPsourceshouldnot repeat
thereductionof thecongestionwindow; thepacketwas
probablydroppedbeforethesourcereducedits window
in responseto theECN.

� TCPshouldfollow theexistingalgorithmsfor send-
ing datapacketsin responseto incomingACKs. The
responseto anECNdoesnot triggerthesendingof any
new(or retransmitted)datapackets.

� TCP shouldfollow the normalprocedureafter the
timeoutof a retransmittimer. Thatis, aftera retransmit
timer timeouttheTCPsourceshouldslow-startandre-
transmitthedroppedpacket.However, theTCPsource
shouldnot decreasethe slow-startthresholdssthresh if
it hasbeendecreasedwithin thelastroundtriptime.

5 Implementing ECN in our simula-
tor

In thissectionwedescribetheimplementationof TCP’s
responseto ECNin oursimulator. This implementation
of ECN was madeto a versionof TCP that incorpo-
ratestheFastRecoverycongestioncontrolalgorithmin
RenoTCP (4.3-renoBSD TCP), aswell as the Slow-
Start,CongestionAvoidance,andFastRetransmitalgo-
rithms in the earlier TahoeTCP (4.3-tahoeBSD TCP
[J88, S94]).

For the simulationsin this paperthe RED gateways
weregiven an option to set the ECN bit in the packet
header, ratherthandroppingthepacket,asanindication
of congestionwhenthe buffer hadnot yet overflowed.
WhentheTCPreceiverreceivesa datapacketwith the
ECN bit set in the packetheader, the receiversetsthe
ECN bit in thenextoutgoingACK packet.

First we briefly describethe Slow-Start,Congestion
Avoidance,FastRetransmit,and FastRecoveryalgo-
rithms in TCP. Thereare two phasesto the window-
adjustmentalgorithm. The connectionbeginsin slow-
startphase,andthecurrentcongestionwindow cwnd is
doubledeachroundtrip time until the congestionwin-
dow reachestheslow-startthresholdssthresh. Thenthe
congestion-avoidancephaseis entered,andtheconges-
tion window is increasedby roughly one packeteach
roundtriptime. Thecongestionwindowisneverallowed
to increaseto morethanthe receiver’s advertisedwin-
dow, which wereferto asthe“maximumwindow”.

In addition to using retransmittimers to detectlost
packets,thesourceusestheFast Retransmit procedure
todiscoverapacketloss.If threeduplicateACK packets
arereceivedacknowledgingapreviously-acknowledged
data packet,the sourceinfers that a packethas been
dropped.

In the Tahoeversionof TCP, the sourcereactsto a
packetloss by settingthe slow start thresholdto half
thecongestionwindow, decreasingthecongestionwin-
dowto onepacket,andenteringtheslow-startphase.In
contrast,with Reno’sFastRecoveryalgorithmtheTCP
sourcedoesnot slow-startafter inferring that a packet
hasbeendropped. Instead,the TCP sourceeffectively
waits half a roundtrip time andhalvesthe congestion
window. Thesourceretransmitsthedroppedpacketand
usesincomingduplicateACKs to clock additionalout-
goingpackets.TheFastRecoveryalgorithmisdescribed
in moredetail in [S94].2

2The description of the Fast Recovery algorithm in [S94] is quite
good, and is the only complete publicly-available description of this
algorithm that we are aware of. However, we have a caution to readers.
First, the earlier printings (prior to the 4th) do not distinguish between
the Fast Retransmit and the Fast Recovery algorithms. Second, in
the description of the window increase algorithm in the congestion



Following the guidelines in the previous section, upon
receiving an ECN message (e.g., a Source Quench mes-
sage, or an ACK packet with the ECN bit set) at time

�

when no responses to congestion have been made in
roughly the last roundtrip time, the TCP source halves
both the congestion window cwnd and the slow-start
threshold ssthresh. Because there is no loss of incoming
ACKs to clock outgoing packets and no need for a short
pause to recover from severe short-term congestion, the
TCP source doesn’t slow-start. The TCP source doesn’t
respond to succeeding ECNs until all packets outstand-
ing at time

�
have been acked.

After receiving three duplicate ACKs at time
�

when
no responses to congestion have been made in roughly
the last roundtrip time, the TCP source follows the
Fast Retransmit and Fast Recovery procedures described
above. The source won’t respond to an ECN or to an-
other set of three duplicate ACKs until all packets out-
standing at time

�
have been acked. ([F94] discusses

some of the problems that result if the Fast Retransmit
procedure is invoked more than once for one window of
data.)

After receiving three duplicate ACKs soon after re-
sponding to an ECN (e.g., when some of the packets
outstanding at the time of the response to the ECN have
not yet been ACKed), the source doesn’t reduce ssthresh
or cwnd, since that has recently been done. The source
retransmits the dropped packet. After this, the source
follows Reno’s Fast Recovery procedure, using incom-
ing duplicate ACKs to clock outgoing packets.

6 Simulation results of ECN in
LANs

This section discusses the results of simulations of TCP
with ECN in local-area networks. The simulation sce-
nario consists of five bulk-data TCP connections and ten
telnet connections in a LAN with one congested gate-
way. We compare several sets of simulations. The first
set uses Drop-Tail gateways, and the second set uses
RED gateways that rely on packet drops for the notifi-
cation of congestion. The third set of simulations uses
ECN-capable RED gateways and TCP implementations.

The simulations show that for the networks with ECN,
the throughput of the bulk-data connections is high, and
the telnet packet delay is low, regardless of the buffer
size, the TCP clock granularity, the TCP window size,
or the RED gateway variation. Thus, the simulations

avoidancephase,theearlierprintingssaythatthecongestionwindow
is incrementedby1/cwnd plusasmallfractionof thesegmentsizeeach
time anACK is received.The inclusionof the“small fractionof the
segmentsize”isanerrorin the4.3Renoand4.4BSDimplementations,
andshouldnotbeemulatedin futureTCPimplementations.

with ECN are robust, delivering essentially optimal per-
formance over a wide range of conditions.

For the simulations of RED gateways without ECN,
the results depend on the simulation parameters. For
most of the simulations, the telnet packet delay is less
than optimal (though not disastrous). For a few of the
simulations with a coarse TCP clock granularity, the ag-
gregate throughput is also low. The telnet packet delay is
worst for the simulations of Drop-Tailgateways (without
ECN). In general, the simulations show that with ECN
the performance is less sensitive to the network param-
eters, and that the use of ECN can improve both delay
and throughput. However, while the simulations show
the benefits of using ECN, the simulations show that
under proper conditions, it is possible to get reasonable
performance without ECN.

Senders

Gateway Receiver
100 Mbps
10 usec

100 Mbps
10 usec

Figure 1: LAN simulation scenario.

6.1 The LAN simulation scenario

The simulation scenario in Figure 1 consists of five
bulk-data TCP connections and ten TELNET connec-
tions from five sources feeding into a single congested
link. The simulations use a range of switch buffer sizes,
window sizes, gateway variations, and TCP clock gran-
ularities.

The simulations are run for buffer sizes of 60, 120,
180, and 240 kB. In our simulations with RED gate-
ways, the minimum threshold for the average queue size
is set to 1/12-th of the buffer size, and the maximum
threshold is set to three times the minimum threshold.
The RED gateways drop all arriving packets when the
average queue size exceeds the maximum threshold.

The TCP in these simulations uses Reno-style conges-
tion control, with Slow-Start, Fast Retransmit, and Fast
Recovery, modified as described in the previous section
to respond to ECN. One set of simulations uses a TCP
clock granularity set to 0.1 msec, which for this simu-
lation scenario reduces the wait for the retransmit timer
while at the same time avoiding false timeouts.



Anothersetof simulationsusesaTCPclockgranular-
ity setto100msec,whichisclosertovaluesof 500msec
usedby manycurrentTCPimplementations.Themax-
imumTCPwindowrangesfrom 8 kB to 64 kB.

The default parametersare set so that for the first
packetfrom a TCP connection,beforemeasurements
havebeenmadeof the roundtrip time, the retransmit
timeris setto threeseconds,regardlessof theTCPclock
granularity. ForthesimulationswithoutECN,theworst-
casetelnet delay is determinedmainly by this initial
valuefor theretransmittimer.

The telnet connectionssend40-bytepacketsat ran-
domintervalsdrawnfrom thetcplibdistribution[DJ91].
Thetentelnetconnectionstogethersendseveralhundred
40-bytedatapacketsin one15-secondsimulation. The
bulk-dataconnectionssend1000-bytedatapackets.The
start timesfor the bulk-dataconnectionsarestaggered
overthefirst secondof the15-secondsimulation.

In Figures2 and3, thegraphsillustratethe through-
putanddelayperformancein thesimulations.Thethree
columnsin Figures2and3showsimulationswith Drop-
Tail gateways,RED gatewayswithout ECN, andRED
gatewayswith ECN,respectively. Thegraphsin thetop
row showtheeffectivethroughputof thefive bulk-data
connections,as a fraction of the total availableband-
width in bits per second. The secondrow of graphs
showthebulk-dataconnectionthatreceivesthesmallest
throughputoverthe15-secondsimulation.

Thethird row of graphsshowsthetelnetpacketwith
thehighestone-waytelnetdelay, in seconds.This one-
waydelayisthedelayfromthefirst timethatthepacketis
transmittedby thesource,until thepacketis receivedby
thereceiver. Thefourthrow showstheaverageone-way
telnetdelay. Thefifth rowshowsthefractionof thetelnet
packetsthathaveaone-waydelaygreaterthan100msec.
(A roundtrippacketdelaygreaterthan100msecis likely
tobenoticeableto thetelnetuser.) Giventhequeuesizes
andpropagationdelaysin thesesimulations,a one-way
packetdelaygreaterthan100msecis only possiblefor
apacketthatis droppedat thegateway.

For eachgraph the � -axis showsthe switch buffer
size in kB. The four lines in eachgraph correspond
to four differentsimulationsets,with 8 kB and64 kB
maximumTCPwindows,andwith bothbyte-basedand
packet-basedgateways. For the (somewhatunrealis-
tic) byte-basedgateways,thequeuesizeis measuredin
bytesratherthanin packets,sothatasmall40-byteTEL-
NET packetis lesslikely to arrive to a full buffer than
is a larger1000-byteFTPpacket.For thepacket-based
gateways,thequeuesizeis measuredin packets.With
packet-basedRED gatewaysthe gateway’s decisionto
drop or mark a packetis independentof that packet’s
sizein bytes,while with byte-basedRED gatewaysthe
probability thata packetis dropped(or marked)is pro-

portionalto thatpacket’ssizein bytes.
We ran five simulationsfor eachsetof parameters.

The resultof eachsimulationsis markedon the graph,
andthelinesshowtheaveragesof thefive simulations.

6.2 Results for LAN simulations

As Figures2 and3 show, for all of the simulationsof
RED with ECNtheeffectivethroughputis highandthe
telnetpacketdelay is low. Without ECN the network
performancecan be significantly affectedby the TCP
clock granularity, by thelevel of congestion(asa func-
tion of theTCPmaximumwindow),andby whetherthe
REDgatewayis usingadroppingpolicy thatis sensitive
to packetsize.

For the simulationsin Figure2 with the TCP clock
granularityset to 0.1 msec,the throughputis high for
all threesetsof simulations,Drop-Tail, RED without
ECN,andREDwith ECN.However, for thesimulations
of packet-basedDrop-Tail andRED gatewayswithout
ECN, telnetpacketsareoccasionallydropped,leading
to occasionaltelnetpacketswith highdelay.

For thesimulationsin Figure3 of REDwithoutECN
with smallerswitchbuffers,a TCPclock granularityof
100 msec,andsmall TCP windows, the throughputof
thebulk-dataconnectionssuffers. Becauseof thecoarse
TCP clock granularity, a numberof connectionscould
be waiting for a retransmittimer to expire,resultingin
link idle time.

For the simulationswith Drop-Tail gatewaysand
small TCP windows,packetsshouldneverbe dropped
atthegateway. Forthesimulationswith Drop-Tail gate-
ways,largerTCPwindows,anda TCPclock granular-
ity of 100msec,the overall throughputis high, but the
graphof the “SmallestBulk-DataThroughput”shows
that thereis someunfairness;with smallerbuffer sizes,
thethroughputof thesmallestof thefive bulk-datacon-
nectionsis less than optimal. Note that a Drop-Tail
gatewaywith a certainbuffer size cannotbe directly
comparedto a RED gatewaywith thesamebuffer size;
the more appropriatecomparisonis betweena Drop-
Tail gatewayandaREDgatewaywith asimilaraverage
queuesize.

Thesesimulationsshowthatthedelayfor smalltelnet
packetsismuchlowerwith byte-basedgateways.These
byte-basedgatewaysmightbeeasyto implementin our
simulator, but theyarenot typical of currentgateways.
In addition,for low-throughputdelay-sensitiveinterac-
tive traffic wherethesizeof individual packetsis simi-
lar to thesizeof bulk-datapackets,byte-basedgateways
would not improve the performanceof the interactive
traffic.
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Figure 2: LAN simulations with a 0.1 msec TCP clock.
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Figure 3: LAN simulations with a 100 msec TCP clock.



7 Simulation results of ECN in
WANS

This section gives results from simulations of ECN and
non-ECN gateways in a wide-area environment. The
throughput for the bulk-data traffic is similar in the sim-
ulations with Drop-Tail gateways, RED gateways with
ECN, or RED gateways without ECN. However, the
packet delay for low-bandwidth telnet traffic is signif-
icantly lower for the simulations with ECN.

Gateway

A B

0.5 msec

100 Mbps

5 msec

1 msec

3 msec

0.5 msec

2 msec

5 msec

1 msec

Gateway

100 Mbps

10 msec

45 Mbps

Figure 4: Simulation scenario for wide-area traffic.

7.1 WAN simulation scenario

The simulation network in Figure 4 has two-way traf-
fic consisting of sixteen TELNET connections in each
direction, occasional FTP connections with a limited
amount of data to transfer (100-300 packets), and a num-
ber of bulk-data connections with an unlimited amount
of data to transfer. For the simulations in Figure 5 of
a moderate traffic load, there are four bulk-data TCP
connections in each direction. For the simulations in
Figure 6 of a heavy traffic load, there are twenty bulk-
data TCP connections in each direction. This is not in-
tended to be a realistic scenario; this is simply intended
to illustrate that the performance of non-ECN gateways
depends in part on the level of congestion.

The roundtrip propagation delays range from 21 to
40 msec. Given 1000-byte packets, the bandwidth-delay
product for a single connection ranges from 118 to 225
packets. Each simulation is run for 10 seconds.

The RED gateways in this simulation have the same
minimum and maximum thresholds for the average
queue size as described in the previous section. How-
ever, as is appropriate for gateways intended for wide-
area traffic, the time constant for the low-pass filter used
to calculate the average queue size has been increased.3

3The“weight” usedby theexponentialweightedmovingaverage

The graphs in Figures 5 and 6 show three sets of sim-
ulations, as in the previous section. The first row of
graphs shows the aggregate throughput of the bulk-data
connections that go from a source on the left to a re-
ceiver on the right, and the second row of graphs shows
the bulk-data connection from these that has the smallest
throughput. The third and fourth rows of graphs show
the worst-case and the average telnet packet delay for
telnet packets going from left to right. The fifth row of
graphs shows the average throughput of the shorter data
connections with limited data to send.

Note that for several of the graphs, the � -axis in Fig-
ure 6 is different from that in Figure 5.

The simulations use TCP connections with a 100 msec
TCP clock granularity. The simulations with TCP con-
nections with a 0.1 msec TCP clock granularity give
similar results, and are not shown here.

7.2 Results for WAN simulations

The results of the WAN simulations show that, while
throughput is similar in all three sets of simulations,
the packet delay for low-bandwidth interactive traffic
is much better for the simulations with ECN.

The results are fairly similar for the two simulation
sets without ECN, those with Drop Tail gateways and
those with RED gateways. However, it would be possi-
ble to construct WAN scenarios, like the LAN simula-
tions earlier in this paper, that illustrate some of the ad-
vantages of RED gateways (with or without ECN) over
Drop-Tail gateways [FJ93, VS94]. This could probably
be the case, for example, for scenarios that exhibit either
global synchronization and/or unfairness with Drop-Tail
gateways.

Note that, for both Drop Tail gateways and RED gate-
ways without ECN, telnet packet delay is worse with
a larger number of bulk-data connections or with TCP
connections with larger windows. In these simulations
with increased demand, an increased number of packet
drops is required from a non-ECN gateway to control
congestion.

For the Drop-Tail gateways, the throughput and delay
performance is particularly good for the simulations with
a smaller number of bulk-data connections, smaller win-
dows, and byte-based gateways. In this case the level of
congestion is fairly low.

For wide-area traffic, even for those cases where the
source has to wait for a retransmit timer to detect a lost
packet, a TCP clock granularity of 100 msec is not a
major problem, and the additional delay to wait for a
retransmit timer has a less significant impact on perfor-

filter tocalculatetheaveragequeuesizehasbeendecreasedfrom0.002
to 0.001[FJ93].
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Figure 5: WAN simulations with a 100 msec TCP clock and a moderate number of bulk-data connections.
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Figure 6: WAN simulations with a 100 msec TCP clock and a large number of bulk-data connections.



mance. In this case, the simulations with 100 msec TCP
clocks are similar to those with 0.1 msec TCP clocks.

8 Advantages and disadvantages of
ECN

In this section we discuss further some of the advan-
tages and disadvantages of ECN, both for the current
Internet environment and for various proposed modifi-
cations to that environment. As already discussed in the
introduction, the advantages of ECN include a reduc-
tion in packet drops and packet delay for low-bandwidth
delay-sensitive TCP traffic and a prompt notification to
end nodes of network congestion.

8.1 Disadvantagesof ECN

Two disadvantages or potential problems with ECN con-
cern non-compliant ECN connections and the potential
loss of ECN messages in the network.

A non-compliant TCP connection could set the ECN
field to indicate that it was ECN-capable, and then ignore
ECN notifications. Non-compliant connections could
also ignore Source Quench messages. However, for a
network that uses only packet drops for congestion noti-
fication, a non-compliant connection could also refrain
from making appropriate window decreases in response
to packet drops. A non-compliant connection interested
in reliable delivery cannot ignore packet drops com-
pletely, but in the absence of monitoring and controls, a
non-compliant connection could cause congestion prob-
lems in either an ECN or a non-ECN environment.

A problem with ECN messages that has no counter-
part with packet drops is that an ECN message (e.g., a
Source Quench message, or a TCP ACK packet with the
ECN field set) could be dropped by the network, and
the congestion notification could fail to reach the end
node. Thus, neither Source Quench messages nor the
use of ECN fields in packet headers can guarantee that
the TCP source will receive each notification of conges-
tion. However, with RED gateways the gateway does
not rely on the source to respond to each congestion no-
tification. The gateway will continue to set the ECN
field in randomly-chosen packets as long as congestion
persists at the gateway. In addition, a gateway imple-
menting RED algorithms is particularly unlikely to drop
a high fraction of packets. The occasional loss of an
ECN message should not be a serious problem.

8.2 ECN with other versionsof TCP

The simulations in this paper use Reno-style TCP algo-
rithms, modified as suggested in this paper to respond

to ECN messages. In this section we discuss the im-
plications of ECN for some proposed modifications to
TCP.

One proposed modification to TCP, the addition of
Selective Acknowledgements, would reduce TCP’s re-
liance on the retransmit timer when multiple packets are
dropped in one roundtrip time. While this would im-
prove somewhat the robustness of the response of bulk-
data TCP connections to packet drops as an indication
of congestion, this would not reduce the ability of ECN
mechanisms to reduce packet delay for low-bandwidth
delay-sensitive TCP connections.

There are several proposed modifications of TCP
[BOP94, WC91, WC92] where the TCP source would
detect incipient congestion from the traffic dynamics of
the connection’s traffic stream. For a network such as
the Internet without admissions control, a TCP source
cannot completely prevent the network from dropping
its packets. Nevertheless, with improved detection by
TCP of incipient congestion, the TCP source could re-
duce congestion and consequently reduce the number of
packets dropped.

However, the possibility of improved congestion de-
tection by the end nodes does not eliminate the need
for improved congestion detection at the gateways. In
particular, in the absence of prior information about
the fixed propagation delay of a path, it is not possi-
ble for end nodes to distinguish between propagation
delay and persistent queueing delay (that is, queueing
delay that existed when the connection was started, and
that has persisted for the duration of the connection).
As the delay-bandwidth product of network connections
increases, the buffer capacity as the gateways will also
increase, and it will become increasingly important that
these large buffers not have persistent large queues.

The detection of persistent large queues is appropri-
ately done in the gateway itself, and the notification to
the end nodes of this congestion requires either packet
drops or ECN. Thus, while proposed modifications of
TCP might decrease the number of packets dropped by
the gateways as a result of buffer overflows, these modi-
fications do not eliminate the need for some form of con-
gestion notification from the gateways to the end nodes.

It seems unlikely to us that modifications of TCP
with newer end-to-end congestion avoidance mecha-
nisms would significantly reduce the usefulness of ECN.

8.3 ECN with proposedmodifications to
router schedulingalgorithms

Other possible changes in future networks such as the
introduction of priority-based scheduling or of Fair-
Queueing-based scheduling at the gateways could com-
plicate the traffic dynamics of TCP traffic in future net-



works.
Asanexampleof possiblechanges,theproposedIPng

header[H94] containsaFlow Labelwith a4-bit Traffic
Classfield identifying sevenclassesof flow-controlled
(e.g.,TCP)traffic, includingclassesfor unattendeddata
transfersuchasemail,attendeddatatransfersuchasFTP,
interactivetraffic suchastelnet,andinteractivecontrol
traffic suchasSNMP. TheseFlowLabelscouldfacilitate
the useby gatewaysof separatequeuesor scheduling
algorithmsfor thedifferenttraffic classes[BCS94, F93].

Theuseof aseparatetraffic classfor interactivetraffic
wouldreducepacketdropsfor thistraffic duringperiods
of low demandfromtheinteractivetraffic. However, for
bothattendeddatatransferandinteractivetraffic, some
notificationof congestionfrom the gatewayswill con-
tinueto berequired.Thus,theuseof ECNmechanisms
would still improve the promptnessand robustnessof
congestionnotificationfor datatransferconnections,and
reduceunnecessarypacketdropsfor someconnections
in theinteractivetraffic class.

While it is difficult to predictthefutureinternetcon-
gestioncontrolenvironment,andthepreciseadvantages
anddisadvantagesof ECNmechanismsin thatenviron-
ment,the basicadvantagesof ECN mechanismsof re-
ducingunnecessarypacketdropsfor low-bandwidthin-
teractivetraffic andof speedingthenotificationof con-
gestionto bulk dataconnectionsseemlikely to remain.
Further, in aheterogeneousinternetsomeroutersmight
findECNmechanismsusefulfor ECN-capableTCPcon-
nections,without ECN mechanismsbeingrequiredfor
all routers.

9 Implementation issues

9.1 Source Quench messagesvs. ECN
fields in packet headers

The guidelinesin the paperfor the responseof TCP
sourcesto ECN messagesare orthogonalto the ques-
tion of the mechanismsfor delivering this congestion
notificationto the source. In this sectionwe compare
two suchmechanisms:SourceQuenchmessages,and
ECNfieldsin packetheaders.

Oneadvantageof usingECNfieldsin IPpackethead-
ers is that the ECN field placesno additionalload on
the network in times of congestion. If a Drop-Tail
routerwereto sendaSourceQuenchmessagefor every
packetdroppedattherouter, theoverheadof thisSource
Quenchtraffic in timesof congestioncouldbea signif-
icantproblem.However, theuseof intelligentgateway
mechanismssuchasthosein REDgatewayswouldlimit
theoverheadof theSourceQuenchtraffic. In addition,
in particularenvironmentssuchasLANs wheretheover-

headof SourceQuenchmessageswould be limited by
thesmallnumberof hopson thereturnpaths,theuseof
SourceQuenchmessagescouldbequitejustifiable.

An advantageof SourceQuenchmessages(or other
formsof “backwardECN”) over“forward” ECNmech-
anismssuchasECNfieldsin packetheadersis thatwith
SourceQuenchmessages,thenotificationof congestion
arrivesat the sourceasquickly aspossible. Although
we havenot exploredthe dynamicsof backwardECN
mechanismssuchasSourceQuenchin oursimulations,
this promptnessin thenotificationof congestionwould
beanadvantagein congestioncontrolschemes.

Anotherpracticaladvantageof SourceQuenchmes-
sagesis thatSourceQuenchmessagescouldbeusedim-
mediatelyin appropriatenetworks,givenmodifiedTCP
implementationswith the responseto SourceQuench
messagesproposedin this paper. The useof an ECN
field in TCP/IPnetworkswoulddependon thepresence
of theECN field in IPngheaders.Evenif theevidence
weresufficiently compellingto motivatesuchan addi-
tion, it could be yearsbeforesuchheaderswere fully
deployed.

As alreadymentioned,bothSourceQuenchmessages
andTCPacknowledgementpacketswith theECN field
setcouldbe droppedby a gateway, with theresultthat
theTCPsourcenodemightneverreceivethecongestion
notification. If thenetworkdropsa datapacketthathas
theECN bit set,theTCPsourcewill still infer conges-
tion whenit detectsthedroppeddatapacket.However,
if the networkdropsan ACK packetthat hasthe ECN
bit set,andtheTCPsourcelaterreceivesanACK packet
without theECNbit setthatacknowledgesasubsequent
datapacket,thentheTCPsourcewill neverreceivethe
notificationof congestion.Thus,neitherSourceQuench
messagesnorECNfieldsensurereliabledeliveryof con-
gestionnotification.

9.2 Incr emental deployment of ECN-
capableTCP

OneconcernregardingECN fields in IP packethead-
ersis with theincrementaldeploymentof ECN-capable
TCP implementations.If a gatewaysetstheECN field
in apacketheader, howdoesthegatewayknowthatthe
transport-levelprotocolis capableof respondingappro-
priately? For anECN field with two bits, onebit could
beusedto indicatewhetheror not thetransportprotocol
couldrespondto ECN,andthesecondbit couldbeused
to indicatecongestion.For anECN field with only one
bit, thesetwo functionswouldhavetobecombinedwith
a singlebit.

For an ECN field that consistsof a single bit, one
value, say the “OFF” value, could indicate “ECN-
capableTransportProtocol”,andthe“ON” value,could



indicate “either Non-ECN Transport Protocol or Con-
gestion Notification”. For packets from transport-level
sources that are not capable of ECN response, the ECN
field could be set to ON (the default value). For packets
from transport-level sources capable of ECN response,
the ECN field could be set to OFF. Non-ECN-capable
gateways would ignore the ECN field, simply dropping
packets to indicate congestion. ECN-capable gateways,
seeing packets with the ECN field OFF, would know that
the corresponding transport protocol was ECN-capable,
and could set the ECN field to ON for appropriate pack-
ets during times of congestion.

For arriving packets with the ECN field ON, the ECN-
capable gateway would not know whether that packet
came from a non-ECN-capable transport protocol, or
whether the ECN field had been set by a previous gate-
way. In either case, if the gateway wanted to notify a
TCP source about congestion, the gateway would drop
the packet. This method of incremental deployment with
a single-bit ECN field would mean that for packets from
ECN-capable transport protocols, that packet would be
dropped by a second router attempting to set the ECN bit.
This can only happen for packets that pass through mul-
tiple congested gateways, where both gateways choose
that packet for notifying the source of congestion.

Thus, ECN fields could be deployed in a heteroge-
neous environment where only some of the TCP imple-
mentations were ECN-capable, and where only some of
the routers have procedures for setting the ECN field.

Note that this description of a single-bit ECN field
assumes a TCP connection with one-way traffic, where
all of the data packets travel in one direction and ACK
packets travel in the other. For a TCP connection with
two-way data transfer, a second bit would be needed in
the ECN field, or some additional mechanism would be
needed to return an indication of congestion from the
receiver to the source.

A concern with incremental deployment also exists
for Source Quench messages. If a gateway wants to
use Source Quench messages, the gateway would not
know whether the TCP implementation was a old im-
plementation with a fairly drastic response to Source
Quench messages, or a newer implementation with the
responses recommended in this paper. However, in this
case the problem with older implementations would not
be that they would ignore Source Quench messages en-
tirely, but that they would back off for too long in re-
sponse to a Source Quench message. This would be an
incentive for users to upgrade to newer TCP implemen-
tations, given an environment with routers using Source
Quench messages.

9.3 Improving the TCP clock granularity?

In the simulations in this section, the advantages of ECN
mechanisms in TCP/IP networks are most pronounced
for LAN traffic with TCP implementations limited by a
coarse-granularity TCP clock. This coarse-grained TCP
clock limits the granularity of TCP’s measurements of
current roundtrip times, used to determine the value for
the retransmit timer. The simulation results in this pa-
per, along with other results [RF94], argue in favor of
improving the granularity of TCP clocks.

Unfortunately, even if there were no hardware con-
siderations, and TCP designers could set the TCP clock
granularity to the optimal value, it is not obvious what
that optimal value should be. It seems clear (to us) that a
TCP clock granularity of 100 msec (or slightly smaller)
would be more appropriate for current networks than the
TCP clock granularity of 500 msec in many current TCP
implementations.

However, in the current algorithms for setting the TCP
retransmit timer, the coarse granularity for the TCP clock
is deliberately used as a low-pass filter to filter out com-
mon traffic variations [J88]. This filtering implicitly
accounts for common traffic dynamics such as interac-
tions between local and long haul traffic. Changing to
an arbitrarily-fine-grained TCP clock (e.g., considerably
smaller than 100 msec) would remove this filtering, re-
sulting in false retransmits in many scenarios. If a fine-
grained TCP clock were used, this filtering would have
to be replaced by a substantially more sophisticated es-
timation process. The addition of ECN mechanisms to
TCP/IP networks has the advantage of reducing the im-
portance of the TCP clock granularity, thereby increas-
ing the general robustness of the network.

9.4 TCP over ATM

The investigation of ECN in this paper concerns only
TCP/IP networks; we are not considering the various
proposals for ECN in ATM networks. In particular, we
are not considering the congestion control strategies that
might be used inside the ATM networks.

We do, however, consider a scenario of TCP/IP traf-
fic where part or all of the path might consist of ATM
networks. The ATM network needs mechanisms to in-
form TCP connections of congestion. At the moment,
the only viable mechanism is for the ATM network to
drop TCP/IP packets, either inside or at the boundaries
of the ATM network.

If IP-level ECN mechanisms (e.g., Source Quench,
ECN fields in IP packet headers) were available for ATM
networks to inform TCP sources about congestion, the
ATM networks could invoke these mechanisms at the
boundary of the ATM networks where frame segmenta-



tion and reassembly occur. For example, for a TCP/IP
network where some of the TCP sources were ECN-
capable, the ATM boundary router could drop TCP/IP
packets to indicate congestion to non-ECN-capable TCP
sources, and invoke ECN mechanisms for packets from
ECN-capable TCP sources.

10 Conclusions and Future Work

We have proposed specific guidelines for TCP’s re-
sponse to Source Quench messages or to other ECN
mechanisms. We would propose that these guidelines
be used to modify TCP’s response to Source Quench
messages. If TCP implementations had a more clearly-
defined response to Source Quench messages, then net-
works such as ATM LANs could consider whether or
not to use Source Quench messages as a controlled noti-
fication of congestion to TCP/IP connections traversing
that network.

For a wide-area network the overhead of Source
Quench messages makes their use problematic. How-
ever, the logistical difficulties of adding ECN fields to
IP packet headers makes the use of ECN fields problem-
atic as well. The proposed IPng packet header [H94] has
no space allocated for an ECN field, and it is not clear if
IPng options, with a minimum length of 8 octets, would
be an appropriate place for an ECN field.

The simulations in this paper suggest the ECN mech-
anisms would give a clear, if modest, benefit in TCP/IP
networks. However, we see this research as a prelimi-
nary investigation of the advantages and disadvantages
of ECN mechanisms in TCP/IP networks.

A main advantage of ECN mechanisms is in avoiding
unnecessary packet drops, and therefore avoiding un-
necessary delay for packets from low-bandwidth delay-
sensitive TCP connections. This advantage will be most
pronounced in a highly-congested network where a high
frequency of packet drops is required to control conges-
tion.

A second advantage of ECN mechanisms is in net-
works (generally LANs) where the effectiveness of TCP
retransmit timers is limited by the coarse granularity of
the TCP clock. With ECN, the congestion notification is
promptly received by the TCP source, and the connec-
tion does not remain idle, waiting for a TCP retransmit
timer to expire, after a packet has been dropped. While
to some extent the over-coarse granularity of the TCP
clock could be corrected, and the TCP retransmit timer
algorithms suitably modified, the use of ECN mecha-
nisms, by reducing the number of packet drops, reduces
the dependence on the retransmit timer.

One disadvantage of ECN mechanisms discussed ear-
lier in the paper is that ECN messages (e.g., Source

Quench messages, or TCP ACK packets with the ECN
field set) could be dropped by the network before reach-
ing the TCP source. For a TCP connection, packet drops
are a reliable (if sometimes slow) indication of conges-
tion. Preliminary simulations of a wide-area scenario
with two-way traffic and multiple congested gateways,
some with Drop-Tail gateways and some with ECN-
capable RED gateways, do not show performance prob-
lems from dropped ECN messages. In addition, the
number of dropped ECN messages should be small in
a network with ECN mechanisms and RED-style gate-
ways.
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