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Learning	switches	

226 3 Packet Switching

Figure 3.35 Network for Exercises 15 and 16.

Figure 3.36 Diagram for Exercise 17.

✓ 16 As in the previous problem, consider the arrangement of learning bridges
shown in Figure 3.35. Assuming all are initially empty, give the forwarding
tables for each of the bridges B1–B4 after the following transmissions:

■ D sends to C.

■ C sends to D.

■ A sends to C.

17 Consider hosts X, Y, Z, W and learning bridges B1, B2, B3, with initially
empty forwarding tables, as in Figure 3.36.

(a) Suppose X sends to Z. Which bridges learn where X is? Does Y’s network
interface see this packet?

(b) Suppose Z now sends to X. Which bridges learn where Z is? Does Y’s
network interface see this packet?

B1:0													B1:1	
B2:0	

B2:2	

B2:1	
B3:0	

B3:1	

B4:0	

B4:1	



Learning	switches	

Consider the arrangement of 
learning switches shown figure 
above. Assuming all have empty 
switching tables, initially, 
indicate what the switching 
tables of each switch (B1-B4)  
contain after each of the 
following transmissions. 

 
■ D sends to C.  
■ C sends to D.  
■ A sends to C. 
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■ D sends to C.  
■ C sends to D.  
■ A sends to C. 
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•  All	bridges	see	the	packet	from	D	to	C.	Only	
B3,	B2,	and	B4	see	the	packet	from	C	to	D.	
Only	B1,	B2,	and	B3	see	the	packet	from	A	to	
C.		

•  B1		B1-0:	A								B1-1:	D	
•  B2		B2-0:	A						B2-1:	C					B2-2:	D	
•  B3		B3-1:	C					B3-0:	A,	D	
•  B4		B4-1:	D		B4-0:	C	



Distance	vector	rou>ng	

For	the	network	given	in	the	figure,	
give	global	distance-vector	when		

(a)	Each	node	knows	only	the	distances	to	its	immediate	
neighbors.		
(b)	Each	node	has	reported	the	informa>on	it	had	in	the	preceding	
step	to	its	immediate	neighbors.		
(c)	Step	(b)	happens	a	second	>me.		
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Solutions to Select Exercises 733

B1 A-interface : A B2-interface : D (not C)

B2 B1-interface : A B3-interface : C B4-interface : D

B3 C-interface : C B2-interface : A,D

B4 D-interface : D B2-interface : C (not A)

33. Since the I/O bus speed is less than the memory bandwidth, it is the bot-
tleneck. Effective bandwidth that the I/O bus can provide is 1,000/2 Mbps
because each packet crosses the I/O bus twice. Therefore, the number of in-
terfaces is ⌊500/45⌋ = 11.

Chapter 4
5. By definition, Path MTU is 512 bytes. Maximum IP payload size is 512 −

20 = 492 bytes. We need to transfer 2,048 + 20 = 2,068 bytes in the IP
payload. This would be fragmented into 4 fragments of size 492 bytes and 1
fragment of size 100 bytes. There are 5 packets in total if we use Path MTU.
In the previous setting we needed 7 packets.

16. (a) See Table 2.

(b) See Table 3.

Information Distance to Reach Node
Stored at Node A B C D E F

A 0 2 ∞ 5 ∞ ∞
B 2 0 2 ∞ 1 ∞
C ∞ 2 0 2 ∞ 3
D 5 ∞ 2 0 ∞ ∞
E ∞ 1 ∞ ∞ 0 3
F ∞ ∞ 3 ∞ 3 0

Table 2

Information Distance to Reach Node
Stored at Node A B C D E F

A 0 2 4 5 3 ∞
B 2 0 2 4 1 4
C 4 2 0 2 3 3
D 5 4 2 0 ∞ 5
E 3 1 3 ∞ 0 3
F ∞ 4 3 5 3 0

Table 3
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734 Solutions to Select Exercises

Information Distance to Reach Node
Stored at Node A B C D E F

A 0 2 4 5 3 6
B 2 0 2 4 1 4
C 4 2 0 2 3 3
D 5 4 2 0 5 5
E 3 1 3 5 0 3
F 6 4 3 5 3 0

Table 4

(c) See Table 4.

19. The following is an example network topology.

22. Apply each subnet mask and if the corresponding subnet number matches the
SubnetNumber column, then use the entry in Next-Hop.

(a) Applying the subnet mask 255.255.254.0, we get 128.96.170.0. Use
interface 0 as the next hop.

(b) Applying subnet mask 255.255.254.0, we get 128.96.166.0 (next hop is
Router 2). Applying subnet mask 255.255.252.0, we get 128.96.164.0
(next hop is Router 3). However, 255.255.254.0 is a longer prefix. Use
Router 2 as the next hop.

(c) None of the subnet number entries match, hence use default Router R4.

(d) Applying subnet mask 255.255.254.0, we get 128.96.168.0. Use inter-
face 1 as the next hop.

(e) Applying subnet mask 255.255.252.0, we get 128.96.164.0. Use Router 3
as the next hop.

29. See Table 5.

46. (a): F (b): B (c): E (d): A (e): D (f ): C

58. Figure 2 illustrate the multicast trees for sources D and E.

(c)	



Execute	Dijkstra	on	a	graph	
•  Dijkstra’s Algorithm - Assume non-negative link weights	

–  N: set of nodes in the graph	
–  l((i, j): the non-negative cost associated with the edge between nodes i, 

j ∈N and l(i, j) = ∝ if no edge connects i and j	
–  Let s ∈N be the starting node which executes the algorithm to find 

shortest paths to all other nodes in N	
–  Two variables used by the algorithm	

•  M: set of nodes incorporated so far by the algorithm	
•  C(n) : the cost of the path from s to each node n	
•  The algorithm	

 M = {s}	
 For each n in N – {s}	

 C(n) = l(s, n) /* costs of directly connected nodes */ 
 while ( N ≠ M)	

M = M ∪ {w} such that C(w) is the minimum  	
           for all w in (N-M) /* add a node */	
For each n in (N-M)      /* recalculate costs */	
        C(n) = MIN (C(n), C(w) + l(w, n))	
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Topology	

A	

B	

C	

D	

E	

1	

3	

6	
2	

1	

4	

C(N)	 B	 C	 D	 					E	

M={A}	 6	 1	 3	 INF	

M={A, C}	 6	 1	 2	 INF	

M={A,C,D}	 4	 1	 2	 6	

M={A,C,D,B}	 4	 1	 2	 6	

At	Node	A	

Parent(B)	=	D	



Topology	

A	

B	

C	

D	

E	

1	

3	

6	
2	

1	

4	

C(N)	 B	 C	 D	 					E	

M={A}	 6	 1	 3	 INF	

M={A, C}	 6	 1	 2	 INF	

M={A,C,D}	 4	 1	 2	 6	

M={A,C,D,B}	 4	 1	 2	 6	
M={A,C,D,B,E} 4 1 2 6 
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Parent(E)	=	D	
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130.12/16	

Along	what	paths	will	each	of	the	IP	address	blocks	below		be	exported	
in	the	topology	below?	
Recall	arrow	points	from	provider	to	customer,	line	without	arrow		
connects	peers	

14/8	
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