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Abstract— Capacity measures for a network connection
across the Internet can be useful to many applications. Its
applicability encompasses QoS guarantees, congestion con-
trol and other related areas. In this paper, we define and
measure the available capacity of a connection, through aob-
servationsat endpointsonly. Our measurements account for
variability of crosstraffic that passthrough therouters han-
dling this connection. Related to the estimation of available
capacity, we suggest modifications to current techniques to
measure packet servicetime of the ‘bottleneck’ router of the
connection. Finally, we present estimation results on wide-
area networ k connectionsfrom our experimentsto multiple
Sites.

I. INTRODUCTION

In this paper we present techniquesto estimate available
capacity of an end-to-end connection. We define available
capacity a( A, t), at time, ¢, to indicate the amount of data
that could beinserted into anetwork path at time, ¢, so that
thetransit delay of these data packetswould be bounded by
amaximum permissible delay, A. In this paper, we make
a distinction between the terms capacity and bandwidth.
By capacity, we mean data volume and not datarate, e.g.,
our avail able capacity measureindicatesthevolume of data
that can be inserted into the network at time ¢, to meet the
delay bound, and does not indicate the rate at which to in-
sert. However, since the available capacity is estimated in
discrete time, a bandwidth estimate can be obtained from
it, by distributing the capacity over the intervals between
the discrete time instants.

Some traditional techniques for avail able bandwidth use
throughput to provide a coarse estimate of bandwidth, e.g.,
TCP [Pos 81c] with congestion control [Ja 88]. Hence,
in this mechanism, the bandwidth available estimateis di-
rectly related to the throughput that the sender iswilling to
test at any instant. On a packet loss, this mechanism pro-
vides aloose upper bound for the available bandwidth. As
noted in[LaBa99], packet lossis actually a better estimate
of buffer capacitiesin the network, than of available band-
width.

Some other work on identifying the available bandwidth
addresses the measurement of the bottleneck bandwidth
e.g., [Bo 93], bpraobe tool in [CaCr 964], [Pa 97b] and
[LaBa99] or al link bandwidths of anetwork path [Ja97].
The technique described in [LaBa 99] also estimates the

changing bottleneck bandwidth due to path changes. But,
bandwidth available on a network path, may often be less
than the bottleneck bandwidth, and may also go to zero,
due to cross traffic in the path. Our measure differs from
these previouswork, aswe account for the capacity | ost due
to crosstraffic, in our estimates.

The cprobe tool in [CaCr 96a] provides an available
bandwidth measure, which accountsfor crosstraffic. They
do so by sending a stream of packets, at arate higher than
the bottleneck bandwidth, and then computing the through-
put of this stream, using simple average. In our tech-
nique, we estimate available capacity as experienced by
each probe packet using the network model we describe
and evaluate in section 3, and not as an average over a set
of probes.

To measure the available capacity of a connection, we
make measurements at the endpoints only. This technique
adapts quickly with changing cross traffic patterns and,
hence can be used to provide a useful feedback to applica-
tions and users.

This available capacity knowledge can be beneficial to
real-time applications that require estimates of network
carrying capacities. The available capacity measure that
we provide are parameterized by a maximum permissible
delay for packet delivery, A. Hence, if an application re-
alizes that for its required transit delay, the available ca-
pacity is too low, it might decide to forgo sending pack-
ets during periods of low available capacity which may be
bel ow its minimum requirements from the network. Also,
for uncontrolled non real-time data sources, this estimate
would provide a feedback about the network congestion.
Such sources might find such information useful to traf-
fic generation rates. Our technigque can berefined to serve
as either controlling or policing mechanismsfor all uncon-
trolled datasources. Aninteresting application of available
capacity measure has been previously discussed in [CaCr
96b], where web clients choose an appropriate web proxy
or server depending on the bandwidth.

The main contribution in this paper has been to define
available capacity in terms of the packet transit delay in
presence of cross traffic, and develop techniques to esti-
mateit over wide-areaconnections. Inthisprocess, wealso
suggested extensions to current techniques for a more ac-
curate measure of the bottleneck servicetime. Finally, we



have presented results of using our technique over network
connections across the Internet.

In section 2 we discuss certain issues on Internet mea-
surements. In section 3, we provide an overview of our
available capacity estimation technique. In section 4, we
analyze our network model and quantify available capac-
ity. In section 5, we describe our measurement tool Net-
Dyn [Sa 91]. We provide mechanisms to evaluate the ser-
vice time of abottleneck router in a connection, in section
6. In section 7, we present results from some of our recent
experiments. Finally, in section 8, we summarize our work
and outline some future directions of research.

Il. ISSUES ON MEASUREMENTS

Measurementsin the Internet isadifficult problemto ap-
proach, particularly, because of the large number of fac-
tors that are unknown and uncontrollable, from endpoints.
Without exact knowledge of router design, amountsof traf-
fic from other sources and how they vary, when and how
routes change, it becomes difficult predict network behav-
ior. Our technique for Internet measurements has been
based on establishing amodel that captures most of thein-
teractions, and refining the model through experiments to
explain various phenomena.

An important design decision in the measurement tech-
nigues was to ensure that no deployment or special facil-
ities was needed in the network. Through the work re-
ported in this paper, we have explored the quality of mea-
surements that can be made of network routes, by merely
observing traffic timingsfrom the end-points. All our mea-
surements were made using regular UDP [Pos 80] pack-
ets. Some previouswork on bandwidth measurement, e.g.,
pat hchar [Ja 97], uses ICMP [Pos 81b]. However,
many routersinthelnternet react differently to | CM P pack-
ets. Moreover, processing time required for ICMP pack-
ets would different from regular user 1P [Pos 814 traf-
fic and might not correctly measure the user perspective
of the available capacity. Finally, in this work reported,
wemake active measurements, by introducing probetraffic
into the network. We believe a technique based on a pas-
sive mesaurement scheme will be more useful for actual
deployment in the Internet. However, since, at this time,
wearetrying to learn more about the Internet measurement
techniquesand the quality of information avail ablethrough
them, wefeel active measurements providesus abetter un-
derstanding.

Another crucial consideration in network measurements
is detection and elimination of clock skews between the
endpoints. Some recent work in this regard has been re-
ported in [Pa 98] and [MoSkTo 99]. In our work, we
sidestep this issue, by turning the probe packets around

to the source host and then operating only on round-trip
times of the packets. Thisiseasy for us, sincewe make ac-
tive measurements and can easily control the probe pack-
ets. However, by taking advantage of the clock skew elim-
ination techniquesin theliterature, our technique should be
extensible to one-way transit times.

[11. TECHNIQUE OVERVIEW

We use our tool, NetDyn [Sa 91], to send a sequence of
probe packets between the two endpoints of anetwork con-
nection. For each of these probe packetswerecord thetime
when the packet isinserted into the network and the timeit
arrives at the destination at the other end of the network.

We have defined a deterministic model of anetwork con-
nection, which is described in the next section. In this
model, it is assumed that all packets of a connection fol-
low afixed sequence of routers. Eachrouterismodeled asa
multi-server single queue node, (Figure 1), with determin-
istic servicetimes.

Using thismodel, we derive arecurrancerelation, (The-
orem 1), of the time, d”, a probe packet, 7, arrives at the
destination of the network connection. The deviation of
the observed value from the expected value of the arrival
time the packet at the destination defines the amount of de-
lay encountered by this packet in the network. This delay
will generally be due to processing delays for cross traffic
packets, aswell as dueto router blockages to process peri-
odic routing updates. More importantly, this differencein-
dicates the part of the network capacity, that is unavailable
to the connection under observation, e.g., for single-server
routers, thisvalue as oberserved by probe packet 7 isgiven
by C; = d.;? — max(d? + 7, d;b_l + s™%), as shown in
equation 3. We also define Virtual Waiting Time, »(t), at
arouter, to indicate the queueing and processing delay en-
countered by a packet at this router that arrives at time .

The available capacity, a(A,t), where A is the transit
delay bound parameter, can then be computed as shownin
equation8. Therelationin Equation 8isvalid for anetwork
connection comprising of a single router. This can be ex-
tended to a connection with multiple routers, whichin dis-
rete time can be represented asa; (A) = max(A — V;,0),
(Equation 10). Thisusesthefact that a sequence of routers,
modeled as stated, is equivalent to a single router with the
service time equal to the bottleneck service time of the ac-
tual routers. Thisis shown in theorem 2.

This available capacity measure computed in equation
10isinunitsof time. Wedividethismeasure by the service
time at the bottleneck router, to obtain the avail able capac-
ity in unitsof datavolume (i.e., in Kbits). Our techniqueto
estimate the bottleneck servicetime, called Minimum RTT
packet trains, is described in section 6, and this extendsthe



packet pair technique in both mechanism and accuracy.

In all the mechanismsthat we usefor our estimation, we
rely only on timing measurements made at the end-points
of the connection. We do not need to know the individual
servicetimes of the different routersin the network, except
the service time of the bottleneck router, which isalso in-
ferred from the end-point measurements.

We should, however, add that we do not account for
router buffer capacities in our model of the network con-
nection. Clearly, packet losses due to buffer overflow will
cause mismatches, since our model, as defined, cannot ex-
plain packet losses. Hence, the technique will work finein
presence of infrequent packet |osses with mismatches dur-
ing packet loss instances. We are addressing thisissue in
our future work.

IV. NETWORK MODEL

In this section we describe a deterministic model for a
network connection and our definitionsrel ated to available

capacity.
A. Deterministic Model

For the purpose of this paper, we treat all packets be-
tween the same source and destination addressesto be part
of one connection. We assumefor theresultsbel ow, that all
packetsfollow afixed sequence of routers. Each router has
multiple servers, serving asingle queue of incoming pack-
ets. The number of serversin arouter vary between 1 and
m. (Figure 1). All the serversin arouter have the same
deterministic service times.

A First-Come-First-Serve (FCFS) service discipline is
followed at each router. All servers are assumed to be
work-conserving.  We make no restrictions about the
amount of other traffic in the path.

B. Notation

- 6% Transit delay encountered by the packet in travers-
ing thelink between R; | and R;.
- s Service time required to serve a packet at router R;.
S A LY
-7(a,b): Y0, t', witha < b.
- 7. 7(1,n), indicates the minimum transit delay for a
packet.
- a’ : Arrival instant of packet j at router R;.
- d; : Departureinstant of packet j fromrouter R;. Wealso
define d? = a;.
- maz(a,b) : {max(i)|R; hasl servers, s* > s* a <
k < b, where R}, has! servers} i.e., the highest indexed -
server router, which has the maximum service time among
all routers between R, and R (bothinclusive). If thereis

O
O

O k (variable) servers at a router

O O O
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Fig. 1. Sequence of multi-server routers with order-preserving
discipline

no [-server routersthen max;(a, b) isundefined and we de-
fine smem(®b) = g,

C. Without Cross Traffic

In absence of any other source of traffic in the network,
we state two theorems.

Theorem1: For packets flowing through a network,
modeled as above, the departure time of packet j from the
network is given by

47 = max(df + 7 {d]_; + ™IV
If packet 7 was not buffered anywherein the network, then
d;? = d? + .
Otherwise, packet j was last buffered at some router R;,
with [ servers, wherei = max;(1,n). Inthis case, dj =
dn_ + smon(in),
The proof is detailed in the appendix.

Theorem2: A sequenceof m-serverrouters R;, 1 < ¢ <
n, IS equivalent to a single composite m-server router, R,
for end-to-end measures encountered by the packets, where
service time of each of the serversof R iss™**, and prop-
agation delay to therouter R isT.

Thisis depicted in Figure 3. It follows from theorem 1
and lemma 1 (appendix).

@) O O Equivalent t
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Each server has
service time of s'

Each ser
service t

Fig. 2. Seguence of multi-server routers

C.1 Factoring Cross Traffic

In reality, packets from other connections, cross traffic
packets, would al so pass through the routers and affect de-
lays encountered by the probe packets belonging to our
connection.
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Fig. 3. Composite router equivalent

Consider the simplified scenario where are the routers
are single servers. In this case, the probe packet departure
instants from the network, in the absence of cross traffic,
would be given by -

D

To account for cross traffic, we introduce an extra vari-
able, C';, in the above equation for each packet ;. Hence,
equation 1 can be modified as -

d? = max(d? + 7,d?_ + ™)

J J

(2

We define C'; asthe encountered delay of the probe packet
j for reasons other than processing of probe packets at the
routers.

Thedelay isdueto either processing of crosstraffic pack-
ets at the routers or routers taking breaks from packet pro-
cessing, e.g., during routing updates. Theterm C'; doesnot
exactly reflect the amount of cross traffic in the network
during the period probe packet 7 isin the network. Thisis
because there might be some cross traffic that arrived and
got processed at arouter without affecting probe packet .
Hence, C'; isonly alower-bound measure of the crosstraf-
ficinthe network. Rewriting the equation 2 intermsof C';,
aS -

d;? = max(d? + 7',d;«b_1 + 8™+ O

Cj = d} — max(d) + 7,d}_y + s™7) ©)

we can get a measure of the encountered delay for the
packet j.

D. Virtual Waiting Time

We define virtual waiting time at a router, R;, given by
'vi(t), as the amount of time a packet arriving at time, ¢,
would have to wait before it can be serviced by the router.
It, thus, gives a measure of the buffer occupancy at the
router.

A few simple observations about virtual waiting time at
arouter are--

1. vi(t) > 0.

2. v(T) = max(v'(t) — (T —1),0), whereT > ¢, there

are no arrivals between time¢ and 7.
3. If apacket arrives at time ', then, v (1) = vi(17) +

st.

In this we assume infinite buffer capacities in the router.
Figure 4 illustrates these above observations.

|

v(t)

service

i
time | S

- ~ ¥ - 77
" \ Time — /7

Arrival instants of packets

Fig. 4. Virtual waiting time at a router

Thevirtual waiting timeat router, R;, observed by probe
packet j, isgiven by vi = vi(a’ ™), where d! isthe arrival
instant of packet j at that router. This leads to a discrete
model of virtual waiting times. We can define arecurrence
relation of virtual waiting times at router, R;, of the probe
packets as -

i )0 if j <1
Ui T max(v}_l + 5; — (aé — aé_l), 0) otherwise
(4)
in absence of any cross traffic packets.

Theabove equation relates virtual waiting timesof asin-
gle router. When we consider the end-to-end connection
comprising of multiple routers, the term v; is not observ-
able from measurements made at the endpoints. So, we
define virtual waiting time for an end-to-end connection
which can be measured from the endpoints. Thisis given

by -
V=220

Thevirtual waiting time of an end-to-end connection, thus,
refers to the total time that a packet had to wait in the
buffers of all the routers it encountered in the path.

From theorem 2, we know that a sequence of single
server routers can be replaced by asingle compositerouter,
with servicetime s™** and propagation delay to the router
as . The virtual waiting time for this composite router
would be given by V;, the virtual waiting time of the end-
to-end connection. Hence, analogousto equation 4, wecan
state the recurrence relation of V; terms as -

()

v.olo0 ifj <1
77| max(Vj_y 4+ ™% — (a; —a}_,),0) otherwise

(6)



If we consider the encountered delay, as before, equation 4
would be modified as -

0 if 7 <1
Vi = Cj+Q max(Vi_y 4 ™% — (a} —a}_;),0)
otherwise

(7
Note, this C'; term isthe same as defined earlier in equation
3.

E. Available Capacity

In this paper, we define the instantaneous available ca-
pacity of apath, a (¢), asafunction of time to indicate the
amount of router processing time available to packets of a
connection. To determine the available capacity of a path,
we first consider the available capacity for asingle router,
R;.

The router is capable of processing a probe packet in s*
time. Hence, this provides an upper-bound on the through-
put that can be achieved on this connection, which is one
packet intime s'. However, in presence of crosstraffic, the
throughput would be even lower.

We define available capacity in terms of a QoS parame-
ter, A, an upper-bound on the permissibletransit delay for
the packets.

The number of packets that can arrive at the router, R;,
at time¢ and encounter an end-to-end transit delay < A is
givenby [(A — vi(1))/s).

This leads to the continuous available capacity relation
for asingle router -

a(A,t) = max(A — v'(t),0) (8)
For a sequence of m -server routers, we can use theorem 2
to replace v'(t) by V/(t), where V(t) = 3, v'(t). Hence,
equation 8 can bewritten for asequence of multiplerouters
aS -

a(A,t) = max(A — V(1),0) 9

In the discussion above, we have treated a( A, t) asa con-
tinuous function of time. However, in practice, we can ob-
serve the system only at discrete instantsin time. So, with
each probe packet j of the connection, we associate, a;, as
the avail able capacity visible to the packet onits arrival.
The discrete avail able capacity relation is expressed as-
a;(A) = max(A - V;,0) (10)
All the available capacity measures described here, indi-
catesrouter processing capabilitiesin units of time. To get
the measure in units of data, we need to determine the ser-
vice time for the bottleneck router. Thisis the router with

servicetime, s™** defined before. Hence, avail able capac-
ity isredefined in discrete time per probe packet j, as -

a;(A).P

Sma$

pi(A) = (11)
where, P isthe packet size. Thus, p; isthe amount of data
that could beinjected into the network with packet 5, with-
out violating the transit delay limit, A.

To assessthe practical applicability of these models pre-
sented, we conducted a series of experiments to multiple
Sites.

V. EXPERIMENTAL ToOL

We usedthetool, NetDyn[Sa91], to observethe detailed
performance characteristics of an end-to-end connection.
It has four main components that are shown in Figure 5
each of which runs as a separate user process. The source
processrunning at asite, Host A, constructs a UDP packet
with asequence number (SSN) and atimestamp (STS) and
sendsit to the echo process running at another site, Host B.
Theecho process addsits own sequence number (ESN) and
timestamp (ETS) to the UDP packet and sendsit to the sink
process which is usually run on Host A The sink process
adds another timestamp (SITS) and sendsit via a reliable
TCP connection to the logger process. The logger just col-
lectsthese packets and savesthe information on permanent
storage.

SSN
STS

Source UDP

Echo

UDP SN

Sink STS
ETS

ESN

SSN
STS
ETS
ESN
SiTS

Logger

Host A Host B

Fig. 5. Organization of NetDyn

Each of the log records, thus, have two 4 byte sequence
numbers and three 8 byte timestamps. An example of log
recordsis shown in Figure 6.

Along with these processes, there is a TraceRoute pro-
cess that runs at Host A, which runs the t r acer out e
[Ja 96] utility, once every minute and records the route.
Analysis of thetraced routes provides information of route
changes at the granularity of minutes.

The UDP packets are kept 32 bytes long minimally, but
can be made of larger size. The sequence numbershelpin



[SSN] sts | EIS [ STS  JESN|
20 [ 1000.863023 | 1000.992232 | 1001062792 | 11
21 | 1000.873024 | 1001.002968 | 1001073348 | 13
22 | 1000.873063 | 1001.002968 | 1001071916 | 12
23 | 1000.883036 | 1001.011752 | 1001.08113 | 14
24 | 1000.883075 | 1001.012728 | 1001083282 | 15
25 | 1000.892996 | 1001.022488 | 1001089703 | 16
26 | 1000.89303 | 1001.022488 | 1001089484 | 17
27 | 1000.902977 | 1001.026392 | 1001090035 | 18
28 | 1000.903007 | 1001.027368 | 1001.09082 | 19
31 | 1000.922976 | 1001.046888 | 1001108532 | 20

Fig. 6. Logger Information

detection of packet |osses separately for theforwardand re-
verse paths aswell as packet reorders. The amount of traf-
fic generating due to our measurementsisabout 25 Kbpsin
most cases.

V1. ESTIMATING s THE BOTTLENECK SERVICE
TIME

It has been shown earlier in literature [Wa 89] that in ab-
sence of crosstraffic, no packets are ever queued after the
bottleneck router, i.e., the router with service time, s™a*,
This can be seen from equation 1 and theorem 1, that if
packet j is buffered somewhere in the network, then for
single-server routers,

n _ n max
dj = dj_ + s

i.e, thepackets j — 1 and j are exactly separated by s™*
when they are discharged from the network. Hence, a
pair of packets sent back to back would accurately esti-
mate the bottleneck servicetimein absence of crosstraffic.
This packet pair technique has been used previously by re-
searchers [Ke 91], [Bo 93], [CaCr 96a] and [Pa974].

However, in presence of crosstraffic, the packet pair dif-
ferences are perturbed. In particular, if some cross traf-
fic arrives at arouter between the arrival of the two pack-
etsj — 1 and j of the pair, the inter-packet gap goes up.
Also, if the two packets of the pair get queued at arouter,
R;, after the bottleneck router, their difference reduces to
the service time of that router s' < s™**. Equation and
derivations capturing these relationships can be found in
[BaAg 98]. At many timesit has been seen that the packet
pair technique might actually capture the service time of
the last router, instead of the bottleneck router. Below we
present our extensions to the packet pair technique to esti-
mate s”**.

A. Minimum RTT Packet Trains

In this technique of bottleneck service time estimation,
we send agroup of packets back to back. Then we identify
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Fig. 7. Using all packet pairs
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Fig. 8. UsingMin RTT packet trains

the set of groups for which the transit delay of the packets
have been ‘close’ to the minimum observed in the exper-
iment. A low transit time indicates that the packets were
gueued for less time in the network. As a consequence, it
is easy to see that these packets have a higher probability
of passing through the routersin the network without be-
ing queued. From rough analysis of backbone router traf-
fic characteristics[ CAIDA], we expect all routersto seein-
termittent periods of zero queueing. Hence, we claim that
thelow RTT packets arrive at the receiving end-point unaf-
fected by crosstraffic. Hence, the packet pair differencesof
these packetsare good choicesto obtain the bottleneck ser-
vicetime estimate. Ingeneral, for our estimation, we chose
packets bel ow the 1-2 percentile of the RTT distribution of
all packets.

Then we look at the histogram of these low RTT packet
separations with ranges of 5 i:s and pick the modal value
as our estimate of the bottleneck service time. This gives
a good approximation of the bottleneck service time to
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within about 10 ps. In the observations of the histogram,
we note that about 30-40 % of the packet separations lie
within a range of 10 s, while the remaining are evenly
spread among other ranges. While we believe that some
statistical analysis of this data might provide a more ac-
curate estimate, the prevalent noise in the measurements
make us doubt the significance of an accuracy below 10 us.

To seethat thistechnique, indeed, provides better results
than simple packet pairs, we present estimates made from
an experiment conducted between milhouse.cs.umd.edu
and icarus.uic.edu on February 27, 1999. In this experi-
ment, atotal of 120,000 packetswere sentin groupsof four.
Packet groups were sent at intervals of 40 ms.

In the Figures 7 and 8, we plot histograms of the packet
pair differences at the echo site, in ranges of 5 s, between
0and 200 us. They-axisgivesthenormalized frequency of
packet pair differences. When we consider all packet pairs
(Figure 7), themodal packet pair differenceisabout 65 s,
where nearly 20% of the packet pair differenceslie. InFig-
ure 8, we consider only those packets, whose RTTs were
within 0.5 ms of the minimum of 20.05 ms. In this case,
the modal packet pair differenceis higher at about 100 s,
with again about 20% of the packet pair differences.

We do see packet pair differenceshigher than 200 s, but
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Fig. 11. Round Trip Time
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the normalized frequency of such packet pair differences
are negligible.

VIl. RESULTS

Finally, we present the estimatesthat we derive using the
given techniques. We have performed experiments using
our techniques to multiple sites, ranging from geograph-
icaly close regions (e.g., Bethesda, MD, USA which is
within 20 miles of University of Maryland, College Park)
to more distant places (e.g., Mexico, England and Taiwan).
Here we describe results from two of our recent experi-



ments to a couple of sitesin the USA. Oneisto asitein
Chicago and the other isin California.

The Chicago experiment was conducted on February 27,
1999 at 1947 hrs, by sending atotal of 120,000 packetsin
groups of four, at intervals of 40 ms. The Figures 9 and 10
plot the RTT and avail able capacity estimate for this exper-
iment. The minimum RTT was 20.05 ms.

A simple observation that can be made in these plots
is the location of the RTT peaks in Figure 9. These are
periods of high encountered delay, and using our model,
the virtual waiting time of the end-to-end connection es-
timated, are correspondingly high at exactly the same in-
stants. Asa consequence, during these times, the available
capacity (Figure 10), goes to zero, as would be expected.
Thisisan example of how our model accountsfor changes
in encountered delay in the network path.

A similar observation can be made in the California ex-
periment, conducted on March 03, 1999 at 2344 hrs. A to-
tal of 76,000 packets were sent in groups of two, at inter-
vals of 10 ms, with aminimum RTT of 72.7 ms. Asan ex-
ample, of how our model handles different transit delay re-
quirements, we plot available capacitieswith A = 75 ms
inFigure12 andfor A = 200msin Figure 13, for the same
experiment. Figure 11 showsthe RTT for the experiment.
It can be noted that for the periods when the RTT peaks ~
185 ms, the estimate of available capacity, with A = 75
ms, goesto zero in Figure 12. For the same RTT peaks of
~ 185 ms, the estimate of available capacity is~ 50 Kb, for
A =200 msin Figure 13. Only for the RTT peaks greater
than 200 ms, does the available capacity in Figure 13 goto
zero.

VIIl. CONCLUSIONS AND FUTURE WORK

Inthispaper, wefirst stated our definition of available ca-
pacity visible to a connection endpoint. We described our
network connection model and provided analytical expres-
sionsto calculate this capacity. We also described mecha-
nisms to calculate the service time of the bottleneck router
in a connection and validate improved performance over
packet pair techniques proposed previously. Through the
use of the NetDyn tool, we computed the avail able capac-
ity, and presented resultsfrom experiments performed over
the Internet.

Although, the amount of active measurement traffic that
we generate is only about 25 Kbps, this technique still
would not scalefor Internet-wide deployment by users. An
important extension of thiswork would be to study its ap-
plicability in passive measurement schemes.

Another interesting extension would be to handle router
buffering capacities and its implications in the model.
Mechanisms to estimate the bottleneck buffer capacity

would be of significant relevance, in this regard.
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APPENDIX
I. APPENDIX : PROOF OF THEOREM 1

Observation1: A packet j is buffered at a [-server
router, R;, < d; = d;i_l + s



Observation 2: A packet j isnot buffered at arouter R;,
Gdi=di+s =d+6+s =d7 1
Note, if d = d§‘1+ti = d'_,+s', weconsider the packet
Jj asbuffered or not buffered at router R; according to con-
venience of the proof.
Observation 3: In general, for a packet j at a [-server
router, R;,
1. d; > a§+si ;d;_1+ti
2.d; >d;_ + 8
Observation4: For r > i,d; > d + (i + 1, 7).
Observation 5: If packet ;7 was last buffered in router,
R; with [-servers, and no where after that, then for : <
n,d? = d;- +7(i+1,n) = d;-_l + g +7(i+1,n)
This follows from observation 1 and 2 and definition of
T(a,b).
Lemma 1: For packet j at a [-server router, R;, d;i =
max(d;_l + si, d;_l + ti).
For packet j, there are two possibilities.
1. It isnot buffered at router R;.
Thend: = d;™' + ¢ (Observation 1)
Also, d > d_, + s* (Observation 3)
So, d; = max(d.;_l + s, dé_l + ti).
2. Itisbuffered at R;.
Then d:. = di_; + s' (Observation 2)
Also, di > di~" + t* (Observation 3)
So, d; = max(d;_l + si,d;_l + 1),
Lemma2: If,Vj > O,a;—a;_k > A, Aissomepositive
constant, then, V7 > O,d} — d;_k > A.
Thisisproved by induction on j. Assume, router R; has
l servers.
Basecase: d > a}, (departures happen after arrivals).
Note, by the assumptions, a.., d. = 0,¥Yr < 0. For j < k,
a’ > Aandhence, d; > A.
Soforjgk,d.}—d;_k:d;—0>A.
Inductive case: (for j > k) Itisgiven that Vj, a} —
a;_k > A. SupposeVj < r,d;. — d;_k > A. ltisre
quired to show that d. — d:._, > A.
There are two cases -
1. If packet » — k isnot buffered at router ;.
di > a' + s* (Observation 3)
di_, =a'_, + s' (Observation 2)
So,d;, —d,_;, > a. —a;_, > A.
2. If packet r — k is buffered at router R;.
di > d._, + s* (Observation 3)
d._, =d._, ,+ s (Observation 1)
S0, dy —d;_y > d;_; —d;_y ;> A(hypothesis).
This proves the lemma.
Corollary 1: If Vj > 0,d; — d._, > A, thenVj >
O,d.;? — d;_k > A, wherer > 1.

Thisisproved by induction.
BaseCase: Thisistrivialy truefor r = 1.
Inductive case: (for r > i) ItisgivenVj > 0,d —
di_, > A Assume, Vj > 0,d;7' —d/Z; > A. ltis
needed to show that vV;j > 0, d’ — d;_p > A
Forj —k < O,dé_k,dg_k =0.Andd} > d; forr > 1.
So,df —dj_p >dj —d:_, > A
Forj—k > 0d} = d;?‘l + 6,, where ¢, isthetransit delay
betweenrouters, R,._; and R,.
Similarly, a’_, = al;?:}g +6,.
Hence o’ —a’_, = dj~'—=d’_; > A. So,Vj,di—d;_ >
A (Lemma 2).

Corollary 2: Vj > 0,di — di_; > sme=i(1:),

If thereareno[-server routersbetween routers 2 and R;
(both inclusive), then s™e#(1:) = (. Since under order-
preserving discipline, d; > dé_l,Vl > 0, the corollary is
true.

If maz;(1,7) = 4, then the corollary is true (Observation
3).

Otherwise, if maz; (1,7) = ¢ < 4, thenVj, dl—d?_, > 7,
(Observation 3) noting that 2, has! servers.

Since, i > q,Vj,dé—dé_l > 59, (Corollary 1)i.e., Vj, d—
d;"—l > Smazl(l,i)_

Lemma 3: In R; and R, are two |-server routers, with
i < kands® > s*, then, no packet would be buffered in
Ry.

V7, d; — d;i_l > s*, (Observation 3).
aitt = di +standalt] = di_, + 6
With i > 4, d¥ — d%_, > s* (Corollary 2).

e, df > df_ 45" > df 4 s

However, if some packet, ¢ is buffered at router, Ry, then
df = d’q“_l + s*, acontradiction.

Hence, a packet cannot be buffered at router, Ry.

Corollary 3: If the last router in which a packet j is
buffered, R; has| servers, then: = max;, where maz; =
maz(1,n).

d: — di_, = s' (Observation 1).

If ¢ # max;, then there are two cases -

1. max; < 1.

Note, s”**t must be strictly > s¢, from definition of
maxy.

Then no packet would be buffered in R;, (Lemma 3),
whichis a contradiction.

2. max; > 1.

Since, R; isthe last router in which the packet j is
buffered, d;mm = d;- + T(i + 1, maxzy).

Note, 7(i + 1, maz;) isdefined as 3>/, .
Similarly, d;n_alzl >di_ + (i 4 1, max;).

So, d;?“”” - d;?l_“fl < d;3 - d;i_l = s* (Observation 1 -



packet j was buffered in R;).

ie,s > A7 — 7

Also, &7t — d7*" > s™ast (Observation 3).
ie,s > A7 — d?_“fl > e

= s > M = ¢ = §™ (noting that R; has |
servers).

Hence, d}""““ - d?_“fl = s j.e. the packet j was
buffered at router R,,,,, (Observation 1), contradict-
ing that R; was the last router where the packet was
buffered.

Theorem 1: For packets flowing through a network of
n routers, and router R;, has [;-servers, where 1 < [; <
m,Vi,1 < i < n, the departure time of packet ;7 from the
network is given by

d} = max(d + 7(1,n), {d}_; + s YL )
If packet 5 was not buffered anywherein the network, then
d? = d? + r(1,n).
Otherwise, packet j was last buffered at some router R;,
with [ servers, where i = max;(1,n). Inthis case, d7 =
dr_, 4 sman(io),

Proof : Theresult is proved by induction on n, the num-
ber of routers.

Base case: Assume that router, 2, has ! servers. Note
that, s™s1(11) = 1 and smai(11) = 0,4 # .

Also, for asingle/-server router, d} = max(d?+t1 , d}_l+
s') (Lemmal).

i.e, d} = max(d? + 11, d}_l + sm”l(l’l)).

d} > d}_; + smeei1) (Corallary 2). = d} = max(d? +
th {d}_;+smamit 3 ) Note, inthiscaser(1,1) = #1.
If packet j is not buffered ar router Ry, thend} = d? + t'
(Observation 2), and if it is buffered then d} = d}_l +
s'(Observationl) = d;_; + gmezi(1,1),

Inductivecase: Assumethat the hypothesisholdsfor the
first n routers. It is required to show that it holds when
another router, R, 1, isadded. Assumethat R, ; has!/
servers.

The proof is split into two cases -

1. If packet j isbuffered at R,,41.

So, dj*! = 7| + st (Observation1)and n+1 =
maz;(1,n + 1) (Corollary 3).

i.e., d;“ = d.;?jll + gmazi(lntl)

Also, Vi, d7*! > d7tl 4 gmaz:(1ntl) (Corollary 2).

Also, d7*1 > d? 4+ 7(1,n + 1) (Note, 7(1,n + 1) is
the minimum transit time).

Hence, d7 ! = max(d9+7, {d/3} 4 gmazi(tmym ),

2. If packet 7 isnot buffered at ,,41.

(a) If the packet is not buffered anywherein thefirst n
routers, then d? = d? + (1, n) (hypothesis).
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Then, d;"’l = d?—l—v‘(l,n)—}—t”‘H = d?—}—r(l,n—l—l)
and the packet is not buffered anywhere in the net-
work.
Alsoi, d?t! > drt! 4 smazi(lntl) (Corollary 2),
we have -
d? = max(d + 7(1,n 4 1), {d}_; + s™**}1)).
(b) If the packet was last buffered in at the router, &,
with k servers, then d? = d”_, + smazk(ln)  Alsp,
q = mazi(1,n) (Corollary 3).
So dnt! =
! J
d?_a;k(l’n) 1 gmazk(ln) 1 r(mazgp(l,n)+1,n+1)
(Observation 5).
d;bf; > d?_a]fk(l’n)—l—r(maxk(l, n)+1,n+1)(Ob-
servation 4).
So, d;’_H-l B d']nj-]i < Smazk(l,n)_
Vp,dz > dr_, + s™*e=(m) (Corollary 2).
H)ence, Vp,ditt > dity 4 smeek(tn) (Corollary
1).
Also just shown, d;?“ — d?j,i < gmawk(ln),
= d’]’H‘l B d?j_; — Smazk(l,n)_
L 75 [ = Smaz‘k(l,n) — Smaz‘k(l,n+1)_
L — | and "1 < Smazk(l,n) = Smamk(l,n—f-l) —

Smazk(l,n)‘

k=landsm+! > gmes(ln) o @2+ — gitl =
s"*1 i.e., packet j isbufferedin router R,+1,acon-
tradiction.

Hence, d;?“ - d;j; -
i.e, d;“H = d?j; + smezk(1,n+1) gnd the packet
is last buffered in router, R, with k& servers where
q = mazg(l,n).

Also, Vi,d.;?“ > d;?j} + smazi(Lntl) (Corollary
2).

Also, dj*" > d? 4 r(1,n + 1) (Note, 7(1,n + 1)
isthe minimum transit time).

Hence, d}“’l = max(d? + 7(1,n + 1),{d?j'2.1 +
gmasi(lnye )

qmaxk(l,n—}—l)

This proves the theorem.



