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Recent Trends 
•  Computing is moving away from the desktop 

–  To mobile device: smart phones 
–  To data centers: cloud computing 

•  Why? 
–  Cheap communication 

•  Enables a smart phone to be useful 
•  Enables low-latency communication with a data center 

–  Cheap computation & storage 
•  Can carry enough power with you to do interesting things 
•  Can build a data center to do interesting things for many people 
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Google Design Philosophy 
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•  Why? 
–  At large scale (100,000+ machines), things will fail and 

software will handle it 
–  Workload is independent requests; can spread across many 

independent machines 

Effects of Google’s HW philosophy 
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Failure happens in the real world 
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Google Software Design 
•  Linux kernel everywhere (an old version) 
•  Infrastructure services shared by all applications 

–  Google File System (GFS) for sharing data 
–  MapReduce programming model for accessing data 
–  Chubby Lock Service for synchronizing access to data 
–  BigTable for structured data, such as database tables 

•  Services hierarchically decomposed: 
–  Small number of masters for complex synchronization 
–  Workers for distributing load across many machines 
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Software Architecture 
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Example: GFS 
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Example: MapReduce 
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Example: Document Indexing 
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Execution 
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Hardware Design: Data Centers 
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Data Centers 
•  Buildings full of machines (thousands of identical 

machines) 
•  Machines stored in racks, that provide power, cooling 

(if water based), network 

•  State of the art trend: build data centers from 
shipping containers 

•  Key Concern: Power efficiency 
–  Power usage is substantial part of cost 
–  Cooling is a big part of power: must cool off every watt spent 

computing 
–  Often located near cheap power (hydroelectric) or cheap 

cooling (cold weather) © 2004-2007 Ed Lazowska, Hank Levy, Andrea and 
Remzi Arpaci-Dussea, Michael Swift 

13 

Costs in a Data Center 
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Where Does Power Go? Power Distribution 
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Power 
  Power is a very big issue 

•  Google servers 400 watts/ft2 

•  High end servers 700 watts/ft2 

•  Typical commercial data center – 70-150 watts/ft2 

 ⇒ special cooling or additional space, anyway 
 using high-end servers would make matters worse 

Shipping Container as Data Center 
Module •  Data Center Module 

–  Contains network gear, compute, storage, & cooling 
–  Just plug in power, network, & chilled water 

•  Increased cooling efficiency 
–  Variable water & air flow 
–  Better air flow management (higher delta-T) 
–  80% air handling power reductions (Rackable Systems) 

•  Bring your own data center shell 
–  Just central networking, power, cooling, security & admin 

center 
–  Can be stacked 3 to 5 high 
–  Less regulatory issues (e.g. no building permit) 
–  Avoids (for now) building floor space taxes 

•  Move resources closer to customer (CDN mini-centers) 
•  Distributed, incremental fast built mini-centers 
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Inside Google’s Data centers 
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Inside a Container 
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Manufacturing & H/W Admin. 
Savings 

•  Factory racking, stacking & packing much more efficient 
–  Robotics and/or inexpensive labor 

•  Avoid layers of packaging 
–  Systems->packing box->pallet->container 
–  Materials cost and wastage and labor at customer site 

•  Data Center power & cooling expensive consulting contracts 
–  Data centers are still custom crafted rather than prefab units 
–  Move skill set to module manufacturer who designs power & cooling once 
–  Installation design to meet module power, network, & cooling specs 

•  More space efficient 
–  Power densities in excess of 1250 W/sq ft 
–  Rooftop or parking lot installation acceptable (with security) 
–  Stack 3 to 5 high 

•  Service-Free 
–  H/W admin contracts can exceed 25% of systems cost 
–  Sufficient redundancy that it just degrades over time 

•  At end of service, return for remanufacture & recycling 
–  20% to 50% of systems outages caused by Admin error (A. Brown & D. Patterson) 
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