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Worksheet 2

1. Suppose Y; € R"*? has orthonormal columns and let

—VfY)= -1 - YYT)CUd(;:) L= usv?

be the thin SVD of the negative gradient, so U € R"*? ¥ € R4*? and
V e R¥¥4, Show that the Grassmannian update

Yii1 = ViV cos(En) VT + Usin(Sn) V7
results in another matrix with orthonormal columns.

2. Find positive values of €, 71, and 7 such that the Gauss-Southwell
choice d* = —[V f(a*)];, ei,, where e;, is the unit vector (0,...,0,1,0,...,0)T
with the 1 in position ix. where iy = argmax;—12__, |[Vf(z*)];| sat-
isfies conditions

—(@)IVf (") 2 V], nlIVFEE)] < 1 < Al VR

3. Consider a line-search method for min f(x) in which the search direc-
tion dj satisfies the conditions

—diV f(z) = @V (@)l dell,  Nldill =V f ()]l
for positive € and ;. The steps have the form
Tk41 = Tk + agdg, for some ai > 0.

Suppose that we use a backtracking procedure to select oy, where we
try in turn oy = @, @/2,a/4, ..., for some & > 0, stopping when the
following sufficient decrease condition is satisfied:

Flae + ondi) < fan) + cragd V f (),

for some constant ¢; € (0,1). Prove that this backtracking procedure
yields the following reduction in f at each iteration:

Flars) < flaw) — AV f ()|,



for some A > 0, and find an appropriate value for A. Hints: (a)
consider separately the cases of oy = @ and ay < @ (that is, whether
backtracking was needed, or not); (b) Note that when backtracking is
required, the previous value of ay, tried (namely, 2a4) must have failed
the sufficient decrease test.

. Show that Nesterov’s optimal method applied to the convex quadratic
fz) = %xTQx — b"x + ¢ (where Q is a symmetric positive definite
matrix whose eigenvalues lie in the range [m, L] for 0 < m < L) yields
a linear convergence rate that is approximately the same as for the
heavy ball method. The analysis should follow closely the analysis of
the heavy-ball method shown in the notes. Proceed in the following
steps.

(a) Note that Nesterov’s optimal method is given by the formula
M = ok — aVf(ab + B(aF — 2P + Bk — 2P Y.

Specialize this formula to the particular case of f convex quadratic,
and find a matrix 7" such that

wh =Tw !, k=1,2,...,

wk‘ - xk+1 — z*
- k: - :L‘* .

where

x

(b) Following the technique used in the heavy-ball analysis, show that
by a similarity transformation, we can transform 7' to a matrix

7 0 ... 0
0 Tp ... 0
0o 0 ... T,

where each T; is a 2 x 2 block that depends on the ith eigenvalue
of @ (that we denote by \;). Write out the form of T;.

(c) Find the eigenvalues of each Tj, as a function of «, 8, and ;.
(d) Show that for the choices

VL —ym
VL +ym’

we these eigenvalues are all bounded in magnitude by 1—+/m/L.

a=1/L, p=



5. Minimize a quadratic objective f(z) = (1/2)z” Az with some first-
order methods, generating the problems using the following code frag-
ment to generate a Hessian with eigenvalues in the range [m, L].

mu=0.01; L=1; kappa=L/mu;

n=100;

A = randn(n,n); [Q,Rl=qr(4);

D=rand(n,1); D=10."D; Dmin=min(D); Dmax=max(D);
D=(D-Dmin) / (Dmax-Dmin) ;

D = mu + Dx(L-mu);

A = Q’*diag(D)*Q;

epsilon=1.e-6;

kmax=1000;

x0 = randn(n,1); % use a different x0 for each of the 10 trials

Run the code in each case until f(zy) < e for tolerance ¢ = 107°.
Implement the following methods.

e Steepest descent with a, = 2/(m + L).

e Steepest descent with exact line search.

e Heavy-ball method, with a = 4/(vL + v/m)? and 8 = (VL —
vm)/(VL +/m).

e Nesterov’s optimal method, with o = 1/L and § = (VL —

Vi) /(VL + ym).

(a) Tabulate the average number of iterations required, over 10 ran-
dom starts.

(b) Draw a plot of the convergence behavior on a typical run, plotting
iteration number against log;o(f(zx) — f(z*)). (Use the same
figure, with four different colors for the four algorithms.)

(c) Discuss your results, noting in particular whether the worst-case
convergence analysis is reflected in the practical results.

6. Discuss happens to the codes and algorithms in the previous question
when we reset m to 0 (making f weakly convex).

7. Prove that Moreau’s prox-operator is a contraction.

8. Show that a closed proper convex function A and its Moreau envelope
M) 1, have identical minimizers.

9. Calculate proxyy,(z) and M) p(z) for h(z) = 3||z||3.



