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> 90% chance for as low as 14 cents!
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on two VMs

e.g., private IP addresses, 
shared TSC counters.

2. Correlate performance 
of shared resources

e.g., network round-trip times, 
cache-based covert-channels.

A memory-based covert-channel* can cause 
3x-4x degradation

* Wu et al. “Whispers in the Hyper-space: High-speed Covert Channel Attacks in the Cloud.”, Usenix Security’12
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But not useful for real attacks in the wild
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(EC2: t2.small, GCE: g1.small, Azure: Standard-A1) 

• Values for these variables form  
a launch strategy

• Execute a launch strategy from a workstation 
• detect and log co-location

• 9 samples per strategy with 3 runs per time of day &  
2 days of week (weekday/weekend)
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For a modest 50% success rate with 10-30 
victims we need to launch ~3000 VMs
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The cheapest launch strategy costs as low as 14 cents
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• Brief experiments with platform-as-a-service,

• … and many more in the paper

Other Interesting Results

17



Some Strategies Work Better than Others

18



Some Strategies Work Better than Others

18

Launch Strategy

Launch 10 VMs in less 
popular datacenter 

Launch 30 VMs 1 hour after 
victim VM launches

Launch more than 20 VMs 4 
hours after victim VM 

launches

v x a

10x10

30x30

20x20

Example strategies on EC2



Some Strategies Work Better than Others

18

Launch Strategy

Launch 10 VMs in less 
popular datacenter 

Launch 30 VMs 1 hour after 
victim VM launches

Launch more than 20 VMs 4 
hours after victim VM 

launches

v x a

10x10

30x30

20x20

Cost in 
Cloud

$0.26

$1.56

$0.52

Example strategies on EC2



Some Strategies Work Better than Others

18

Launch Strategy

Launch 10 VMs in less 
popular datacenter 

Launch 30 VMs 1 hour after 
victim VM launches

Launch more than 20 VMs 4 
hours after victim VM 

launches

v x a

10x10

30x30

20x20

Cost in 
Cloud

$0.26

$1.56

$0.52

Cost under 
Random Placement*

$113.87

$32.75

$53.76

Example strategies on EC2

*Random Placement of VMs on N hosts,  
v x a launch strategy has a probability of collision: 1 - (1 - v/N)a



Some Strategies Work Better than Others

18

Launch Strategy

Launch 10 VMs in less 
popular datacenter 

Launch 30 VMs 1 hour after 
victim VM launches

Launch more than 20 VMs 4 
hours after victim VM 

launches

v x a

10x10

30x30

20x20

Cost in 
Cloud

$0.26

$1.56

$0.52

Cost under 
Random Placement*

$113.87

$32.75

$53.76

Success rate 
norm. w/ random*

1/0.1 (=10)

1/0.6 (=1.67)

1/0.33 (=3.03)

Example strategies on EC2

*Random Placement of VMs on N hosts,  
v x a launch strategy has a probability of collision: 1 - (1 - v/N)a
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Summary: Co-location Attacks in Modern Clouds
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Cloud API

Placement Policy

VM
VM

VM

VM

VM

VM

VM
VM Hypervisor

Internet

(1) Controls co-location

(2) Provides isolation

• Cross-VM Side- and 
covert-channels 
[Ristenpart’09, Xu’11, Wu’12, 
Zhang’12, Yarom’14, Liu’14, 
Gruss’15]


• Resource-stealing, DoS 
[Zhou’11, Varadarajan’12]

Co-location attacks are practical and 
very cheap in modern clouds!


