
MIAOW Compute Unit Design 

What’s new? 
• First synthesizable open source RTL implementation of GPGPU named 

MIAOW - Many-core Integrated Accelerator Of Wisconsin 
• OpenCL Compatibility 
• Based on a subset of the AMD Southern Islands (SI) ISA 
• Detailed performance, area and power characterizations 
• Case studies prove the versatility of the implementation 
• Now available to download at: www.miaowgpu.org 

• 95 instructions of the SI ISA: mixture of vector, scalar, control, 
synchronization and memory 

• Fetch, decode and issue bandwidth of 1 
• Each CU has 1 scalar ALU, 8 vector ALUs and 1 Load-Store unit 

Canonical GPGPU Organization 

• Typical GPU works as a slave for the processor 
• The Compute Unit (CU) is the computational core of the GPU 

capable of executing vector instructions, scalar instructions and 
initiating memory accesses of multiple work-items(threads) 

Comparison with Real GPU Implementations 

Flexibility and Realism 
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• Reasonable approximation of commercial  GPGPUs 
• Flexible and Realistic design - proved to be useful as shown by case 

studies 
• A research tool for exploring ideas that require RTL or Gate level 

representation of a GPGPU Compute Unit 
 

Summary 

KAVERI APU Compute Unit 

MIAOW GPGPU Compute Unit 

Source: AMD’s presentation at Hot Chips 26, 2014 

Case Studies and Results 
Timing Speculation:  Fig. (a) 
• 6% error rate at 115mV reduction of supply voltage conforming 

with established trends. 
 

Transient faults: Fig. (b) 
• Injected faults in flip-flops to study GPU susceptibility to transient 

faults or Silent Data Corruption (SDC) 
• Fault propagation to program output similar to trends of CPU 

 
 

 

Fig. (a) Fig. (b)  
Sampling DMR on GPUs:  Fig. (c) 
• Done at a workgroup (thread-blocks) granularity at 1% sampling 

rate 
 
 
 

Fig. (c) 

FPGA Implementation (Neko) 
• One CU’s 1 SIMD and 1 SIMF mapped to Xilinx Virtex7  FPGA 
• Microblaze implements Ultra-thread dispatcher in software 
 

Our 
implementation 


