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Undercomplete Autoencoder

• Constrain the code to have smaller dimension than the input
• Training: minimize a loss function

𝐿 𝑥, 𝑟 = 𝐿(𝑥, 𝑔 𝑓 𝑥 )
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Contrastive Learning
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Masked Self-Supervised Learning
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