Déép Learning:
Representation Learning
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Autoencoder

Hidden representation (the code)

Input Reconstruction



Autoencoder

Encoder f (- Decoder g(+)

h=f(x),r=g(h)=g((x))



Undercomplete Autoencoder

» Constrain the code to have smaller dimension than the input
* Training: minimize a loss function

L(x,7) = L(x, g(f(x)))



Contrastive Learning

Maximize agreement
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Figure 2. A simple framework for contrastive learning of visual
representations. Two separate data augmentation operators are
sampled from the same family of augmentations (¢ ~ 7 and
t’ ~ T) and applied to each data example to obtain two correlated
views. A base encoder network f(-) and a projection head g(-)
are trained to maximize agreement using a contrastive loss. After
training is completed, we throw away the projection head g(-) and
use encoder f(-) and representation h for downstream tasks.

Chen, T., Kornblith, S., Norouzi, M. and Hinton, G., 2020, November. A simple framework for contrastive
learning of visual representations. In International conference on machine learning (pp. 1597-1607). PMLR.



Contrastive Learning

Algorithm 1 SimCLR’s main learning algorithm.

input: batch size NV, constant 7, structure of f, g, 7.
for sampled minibatch {x;}_; do
forallk € {1,...,N} do

draw two augmentation functions t~ 7, t' ~T

# the first augmentation

ZTor—1 = t(xk)

hok—1 = f(Zar—1) # representation

Zok—1 = g(hok—_1) # projection

# the second augmentation

:ﬁgk =t (mk)

hor = f(Z2k) # representation

zor = g(hok) # projection
end for
foralli e {1,...,2N}and j € {1,...,2N} do

sij = z; zi/(|zilll|z]) # pairwise similarity
end for

define 4(i, j) as £(i,j)=—log e exp(si,;/T)
2N

~1 Lisq) exp(8i,k/T)
L= S [6(2k—1,2k) + £(2k, 2k—1)]
update networks f and g to minimize £

end for

return encoder network f(-), and throw away g(-)

Chen, T., Kornblith, S., Norouzi, M. and Hinton, G., 2020, November. A simple framework for contrastive
learning of visual representations. In International conference on machine learning (pp. 1597-1607). PMLR.



Masked Self-Supervised Learning
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Rani Horev. BERT Explained: State of the art language model for NLP. https://towardsdatascience.com/bert-
explained-state-of-the-art-language-model-for-nlp-f8b21a9b6270



