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CS 764: Topics in Database Management Systems
Lecture 25: GPU Databases
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Announcements
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Prepare for the project presentation next week

Submit the final project report to the paper review website by Dec. 18

https://wisc-cs764-f20.hotcrp.com/


Today’s Papers: GPU Databases

SIGMOD 2020
(best paper award)
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SIGMOD 2020



Outline
GPU architecture 

Challenges of GPU database

Paper 1: Crystal GPU database 

Paper 2: NVLink GPU database

Summary

4



CPU vs. GPU
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CPU: A few powerful cores with large caches. Optimized for sequential 
computation



CPU vs. GPU
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CPU: A few powerful cores with large caches. Optimized for sequential 
computation

GPU: Many small cores. Optimized for parallel computation 



CPU vs. GPU – Processing Units
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Nvidia

Throughput Power Throughput/Power
Intel Skylake 128 GFLOPS/4 Cores 100+ Watts ~1 GFLOPS/Watt
NVIDIA V100 15 TFLOPS 200+ Watts ~75 GFLOPS/Watt



CPU vs. GPU — Memory Bandwidth
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GPU has one order of magnitude higher memory bandwidth than CPU
Memory Bandwidth is the bottleneck for in-memory analytics
A natural idea: use GPUs for data analytics



GPU-DB Limitations
Limitation 1: Low interconnect bandwidth 
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GPU-DB Limitations
Limitation 1: Low interconnect bandwidth 
Limitation 2: Small GPU memory capacity 
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GPU-DB Limitations
Limitation 1: Low interconnect bandwidth 
Limitation 2: Small GPU memory capacity 
Limitation 3: Coarse-grained cooperation of CPU and GPU 
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Paper 1: Crystal GPU DB 
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GPU Database Operation Mode
Coprocessor mode: Every query loads data from CPU memory to 
GPU

GPU-only mode: Store working set in GPU memory and run the 
entire query on GPU
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CPU-only vs. Coprocessor
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Key observation: With efficient implementations that can saturate memory bandwidth 
GPU-only  >  CPU-only  >  coprocessor 



Star-Schema Benchmark
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Crystal-based implementations always 
saturate GPU memory bandwidth

GPU is on average 25X faster than CPU



Paper 2: GPU DB with NVLink
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Emerging Fast Interconnect

Fast Interconnect can solve the PCIe bottleneck
Emerging alternative interconnect technologies:
• NVLink
• Infinity Fabric
• Compute Express Link (CXL) 
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NVLink Bandwidth and Latency
NVLink has much higher 
bandwidth than PCIe
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NVLink Bandwidth and Latency
NVLink has much higher 
bandwidth than PCIe

NVLink has comparable bandwidth 
as CPU local memory
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NVLink Bandwidth and Latency
NVLink has much higher 
bandwidth than PCIe

NVLink has comparable bandwidth 
as CPU local memory

NVLink bandwidth has much lower 
bandwidth than GPU memory
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GPU Transfer Methods

Pinned copy and zero copy can saturate PCIe bandwidth
Coherence can saturate NVLink bandwidth 
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Non-Partitioned Hash Join Methods
Build phase: build the hash table using inner relation R

Probe phase: lookup hash table for each record in outer relation S
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Hash Join – Build Phase
Build phase: build the hash table using inner relation R

23



Hash Join – Probe Phase
Probe phase: lookup hash table for each record in outer relation S
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Hash Join 

This hybrid design subsumes the previous designs in the paper 
• Dynamically schedule tasks to both CPU and GPU
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Hash Table Locality

Best performance achieved when the hash table is in GPU memory
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Scaling Data Size in TPC-H Q6

TPC-H Q6 contains a simple scan + aggregation with no join
Running the query on CPU leads to the highest performance
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Scaling the Probe Side Relation

NVLink is faster than both PCIe and CPU only
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Scaling the Build Side Relation

Performance drops when the hash table does not fit in GPU memory
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Discussion
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Crystal NVLink

Query Type SPJA analytical queries Non-partitioned hash join

Execution Model Data fits in GPU memory Coprocessor

Interconnect PCIe 3.0 NVLink 2.0

Research question: How to maximize GPU database performance 
with different interconnect technology? 



Latest A100 GPU

31

Available in 40GB and 80GB memory versions, A100 80GB debuts the 
world’s fastest memory bandwidth at over 2 terabytes per second (TB/s) to 
run the largest models and datasets.

November 16, 2020



Q/A – GPU Databases
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Some parameters (like batch size for task scheduling) complicates 
the configuration of such a database?
Techniques proposed in this paper work for operations besides joins?
What characteristics make the GPU's join processing rate faster than 
CPU's?
The hash table placement decision appears to be completely discrete
General optimization for DB with heterogeneous hardware? 
Optimizing DB with TPU?



Next Lecture
Submit review for
• Jiacheng Yang, et al. F1 Lightning: HTAP as a Service, VLDB 2020
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http://pages.cs.wisc.edu/~yxy/cs764-f20/papers/f1-lightning.pdf

