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CS 764: Topics in Database Management Systems
Lecture 5: Buffer Management with NVM
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Today’s Paper: Buffer Management with NVM

SIGMOD 2021
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SIGMOD 2018



Agenda
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NVM Basics
HYMEM Design (SIGMOD’18)
Spitfire Design (SIGMOD’20)



NVM Basics



Storage Hierarchy
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DRAM vs. NVM vs. SSD
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Intel® Optane™ Memory



NVM Performance – Read Latency 
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Random read latency is 305 ns which is 3x slower than local DRAM
Sequential read latency is 2x better than random read latency
* Figure from Basic Performance Measurements of the Intel Optane DC Persistent Memory Module



NVM Performance – Bandwidth
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Per-DIMM max read bandwidth: 6.6 GB/s, max write bandwidth: 2.3 GB/s
Read/write bandwidth gap is 2.9x for NVM (1.3x for DRAM)
* Figure from Basic Performance Measurements of the Intel Optane DC Persistent Memory Module



NVM Performance – Cost

9Data from https://thememoryguy.com/intels-optane-dimm-price-model/

Type Density Price $/GB
DRAM 32GB $374.71 $11.71
DRAM 64GB $708.25 $11.07
DRAM 128GB $1,913.21 $14.95
DRAM 256GB $5,952.00 $23.25
Optane 128GB $577.00 $4.51
Optane 256GB $2,125.00 $8.30
Optane 512GB $6,751.00 $13.19

https://thememoryguy.com/intels-optane-dimm-price-model/


Operation Modes
App direct mode
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Application
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DRAM and NVM in different 
address space



Operation Modes
App direct mode
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Application
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Buffer Management in Disk vs. NVM
Buffer management in SSD/HDD

– Block storage
– Load a full page at a time (e.g., 16 KB)

Buffer management in NVM
– Byte addressable
– Waste of bandwidth if full pages are loaded
– Loading a cacheline at a time (64 B)
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HYMEM Design



Cache-Line-Grained Pages

Page initially empty, cachelines loaded as they are accessed
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Cache-Line-Grained Pages

Page initially empty, cachelines loaded as they are accessed
Overhead: each access checks/updates resident/dirty bits
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Mini Pages
Page layout consumes more DRAM space than necessary 
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Mini Pages
Page layout consumes more DRAM space than necessary 
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Mini page: a sparse representation of a page
• Cachelines are sorted
• Promote to full page when a mini-page is full



Three-Tier Buffer Management
1. DRAM & NVM miss

– Directly load to DRAM
2. NVM hit

– Load cache-line-granted 
page to DRAM

3. DRAM eviction
– Clock (second-chance)

4&5.  NVM admission
– Admission set (second-

chance)
6.   NVM eviction

– Clock
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Spitfire Design



Data Migration
Bypass DRAM during reads 

– Access NVM directly without 
admitting the page into DRAM

Bypass DRAM during writes
– Log and checkpoint not cached 

in DRAM
Bypass NVM during reads 

– HYMEM does this by default
Bypass NVM during writes

– DRAM evictions go to NVM 
with a probability 

– Simpler than HYMEM design
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Novelty
CPU can directly read from NVM, bypassing DRAM

Probabilistic admission and replacement 

Dynamically tuning of the probabilities
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Evaluation
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Q/A – Buffer Management with NVM
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Need generalized algorithm for growing storage hierarchy?
– 2-tier -> 3-tier -> N-tier?

Disadvantage of probabilistic approach?
Disadvantage of self adapting/tuning? 
Can we entirely replace SSD by NVM?
Do modern DBMS run on 3-tier buffer memories?
More baselines?
What is NUMA effect?



Group Discussion
Non-volatile memory (NVM) have (1) bandwidth and latency close to 
DRAM and (2) byte-addressability. How do NVM devices change buffer 
management in a DBMS?

– Inclusive caching? 
– Is page the right management granularity? 
– What if we treat NVM as a different tier of memory?
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Before Next Lecture
Submit review for

Patricia G. Selinger, et al., Access Path Selection in a 
Relational Database Management System. SIGMOD, 1979
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http://pages.cs.wisc.edu/~yxy/cs764-f21/papers/selinger.pdf

