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Announcements

Please sign up for the presentation slots following the emaill



Discussion Highlights

How far away is Snowflake from the “optimal design”?
» Auto-scaling
 Better optimized storage layer (like Aurora)
« Security and reliability
« Code compilation
« Caching can be improved (e.g., workload specific)
« Data sharing across virtual warehouses
« Opportunities to extend into providing HTAP solutions
 Cloud service layer might be a bottleneck

Combine data warehousing and OLTP in cloud?
« Master and slave nodes within a VW to support writes as well
+ Build snapshot isolation into storage (concurrency control)
« Transaction log -> (intermedia storage) -> S3 -> data warehouse every Y hours
« VW per transaction?
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ABSTRACT

Much like on-premises systems, the natural choice for run-
ning database analytics workloads in the cloud is to provision
a cluster of nodes to run a database instance. However, an-
alytics workloads are often bursty or low volume, leaving

chhsters idle much of the fime meanine eustomers nav for

SIGMOD 2020

that allow compute nodes to be added or removed dynami-
cally, this scaling often takes minutes, making it impractical
on a per query basis. Further, many cloud database systems
require data to be explicitly loaded into proprietary formats.
For workloads that touch data a limited number of times,
such as one-off queries or ETL queries, loading data results



What is Serverless Computing?

7 X Serverless computing is a cloud computing execution
e model in which the cloud provider runs the server, and
Luv) :

J

1,9 dynamically manages the allocation of machine resources.
N Pricing is based on the actual amount of resources

- consumed by an application, rather than on pre-purchased
WIKIPEDIA units of capacity.
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The Free Encyclopedia

According to a Berkeley TechReport [1] Core of serverless today

Serverless computing = FaaS [+ BaaS
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Function-as-a-Service Backend-as-a-Service

[1] E. Jonas, et al. Cloud Programming Simplified: A Berkeley View on Serverless Computing, Berkeley TR 2019


https://en.wikipedia.org/wiki/Cloud_computing
https://en.wikipedia.org/wiki/Execution_model
https://en.wikipedia.org/wiki/Server_(computing)

Function-as-a-Service

FaaS offerings
 AWS Lambda
« Google Cloud Functions
* Microsoft Azure Functions
« |IBM/Apache's OpenWhisk (open source)

» Oracle Cloud Fn (open source)



AWS Lambda

Features
* Function starts execution (within a container) within sub-second
« Charged at 100ms granularity that the container runs

» Can run thousands/millions of small invocations in parallel
Limitations
* Limited runtime: 15 min

« Limited resources: 1 core, 3 GB main memory

« No direct communication between functions



Opinion from a CIDR’19 Paper !

 Cloud storage is

3 Promises of the Cloud 1—2 orders of
magnitude slower

Scalable Data Processing than SSD

Distributed Computing

STEP - " - -
FORWARD - 2 ¢ NO |nter'funCt|0n
| communication

» Paper gave
suggestions for
future work

Autoscaling

[2] Hellerstein, Joseph M., et al. "Serverless computing: One step forward, two steps back." arXiv preprint
arXiv:1812.03651(2018).



Opinion from Berkeley Report !

However in our final example, Serverless SQLite, we identify a
use case that maps so poorly to FaaS that we conclude that
databases and other state-heavy applications will remain as

BaaS”
79

[1] E. Jonas, et al. Cloud Programming Simplified: A Berkeley View on Serverless Computing,
Berkeley TR 2019 9



Database: FaaS or BaaS?

FaaS: Today’s paper

BaaS: Athena, Snowflake, Aurora, etc.
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Cloud Analytics Databases

System Does not Pay by Tunable
require loading | query | performance

Amazon Athena v v X
Snowflake [ X ] v’ v
Presto v X v
Amazon Redshift X X v
Redshift Spectrum v X v
Google BigQuery v v X
Azure SQL DW v X v
Starling v v v

Table 1: Comparison of cloud analytics databases
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Starling Architecture
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Example Query Execution (TPC-H Q12)

Query 12
A

SELECT . I
1_sl(1ipmode, Step 1 ) Fllter S %200
sum(case . .
when o _orderpriority = '1-URGENT' PI’OjeCtIOn :
OR o_orderpriority = '2-HIGH' .y ‘\
X tgen 1 Partition >‘>rﬁ
end) as high_line_count, Partitions (53)
SM(;;:i o_orderpriority <> '1-URGENT' .
i\l}\:znoiorderpriority <> '2-HIGH' Step 2 J0|n and 200
end)ezla:elgw_line_count partlal aggregate
FROM
ordars, Partial Aggregates (S3)
ineitem :

AND 1 shipmode in ('MAIL', 'SHIP')

AND 1 commitdate < 1 receiptdate

AND 1 shipdate < 1 _commitdate aggregate

AND 1 receiptdate >= date '1994-01-01" Final Aggregate (53)
AND 1 receiptdate < date '1994-01-01' + interval 'l' year

GROUP BY
1_shipmode

ORDER BY GrOUp'by Agg regate

1_shipmode;

o_orderkey = 1 orderkey Fllterlng Step 3 Flnal H x1
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Optimizations
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Optimizations

Parallel reads

Read straggler mitigation (RSM)
* |[f a read request times out, send duplicate request
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Optimizations

Parallel reads

Read straggler mitigation (RSM)

Write straggler mitigation (WSM)
* |[f a write request times out, send duplicate request
 Single Timer: allow only single time out

__‘_____ml-- ol® o0l oo o
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WSM Single Timer ||
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Optimizations

Parallel reads
Read straggler mitigation (RSM)
Write straggler mitigation (WSM)

Doublewrite
* Producer writes two copies of an object; consumer reads the one ready first
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Optimizations

Parallel reads
Read straggler mitigation (RSM)
Write straggler mitigation (WSM)
Doublewrite
Pipelining
« Start the following stage before the previous stage finishes
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Optimizations

Producers

Parallel reads
Read straggler mitigation (RSM) " Objocts
Write straggler mitigation (WSM) Consumers

Doublewrite (a) Standard Shuffle
Pipelining e
Combining to reduce cost of shuffle Puiioncd B BT B B BT B BB

N &

Combiners

Combined

Objects 128 1’2 3
LS

Consumers

(b) Multistage Shuffle



Evaluation
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(b) Starling vs configurations with data stored in S3

Starling can be faster than other S3-based cloud data warehouses
Starling can be cheaper than other cloud data warehouses
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Evaluation
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Starling vs. Snowflake

4 N\
Authentication and Access Control
Cloud Infrastructure .. Transaction .
Services Manager Optimizer Manager Security
8 8 8 8 6 Metadata Storage
. Y,
Virtual | ( Virtual ( Virtual ) ( Virtual
Warehouse Warehouse Warehouse Warehouse
Cache Cache Cache Cache
O 4 O ~/
Data
Storage

Control layer
vs. Coordinator

Compute layer
vs. Workers

Storage layer
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Future of Serverless Computing

Opinion from Berkeley Report [']
« Challenges: Abstraction, System, Networking, Security, Architecture

 Predictions: new BaaS, heterogeneous hardware, easy to program securely,

cheaper, DB in BaaS, serverless replacing serverful

Opinion from a CIDR’19 Paper (2!

* Fluid Code and Data Placement

« Heterogeneous Hardware Support

* Long-Running, Addressable Virtual Agents
* Disorderly programming

* Flexible Programming, Common IR
 Service-level objectives & guarantees

« Security concerns

[1] E. Jonas, et al. Cloud Programming Simplified: A Berkeley View on Serverless Computing, Berkeley TR 2019
[2] Hellerstein, Joseph M., et al. "Serverless computing: One step forward, two steps back." arXiv preprint arXiv:1812.03651(2018).
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Serverless — Q/A

Replace S3 with other storage system?

What about sorting?

Is doublewrite an optimization?

Poor tail latency a common problem in a distributed system?
OLTP on serverless?

Lambda + Starling vs. Hadoop?

Starling bank based on Starling?

Starling relying on AWS specifics (e.g., S3, pricing model, etc.)
Cloud fosters the growth of small-scale data analytic needs?
Indexing?
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Group Discussion

Starling and Snowflake represent the FaaS and BaaS approaches of
Implementing a database, respectively. What are the relative
advantages and disadvantages of both approaches?

What ideas can a BaaS implementation like Snowflake borrow from
FaaS?

How can OLTP benefit from serverless computing? Are there major
limiting factors in today’s cloud?
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