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Volatility modeling and analysis are traditionally based on either historical price data or option data. Finance theory shows that option prices heavily depend on the underlying stocks’ prices, thus the two kinds of data are related. This paper explores the approach that combines both stock price data and option data to perform the statistical analysis of volatility. We investigate the Black-Scholes model and an exponential GARCH model and derive the relationship among the Fisher information for volatility estimation based on stock price data alone or option data alone as well as joint volatility estimation for combining stock price data and option data. Under the Black-Scholes model an asymptotic theory for the joint estimation is established, and a simulation study is conducted to check finite sample performances of the proposed joint estimation.
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1. INTRODUCTION

Volatility is central to modern finance, and there is much literature on the study of volatility in finance, econometrics and statistics. Two data sources, historical stocks’ price data and option data, are frequently employed to estimate and forecast volatility in financial studies and practices, and it is often the case that either price data or option data are used. Since the option pricing theory shows that the prices of options depend on the price models of the underlying stocks, option data are related to the stocks’ price data. Instead of choosing one source against the other, this paper explores a combined statistical approach for volatility estimation based on both stock price data and option data. We consider the Black-Scholes model and an exponential GARCH model and derive an exact or approximate joint likelihood for the combined two types of data under the models. The volatility parameter estimation is developed by maximizing the obtained joint likelihood. We derive the Fisher information and establish the asymptotic theory for the proposed estimators to show the advantage of the joint estimation approach. A simulation study is conducted to investigate the finite sample performances of the estimators. Assuming a geometric Brownian motion model for the stock price, Black and Scholes (1973) established the so-called Black-Scholes formula for the European option prices. The model and formula have closed form expressions that allow us to develop explicit asymptotic results for the combined estimation. For financial models with varying volatilities, there is a great amount of volatility studies and option pricing on discrete-time GARCH models [Bollerslev (1986), Engle (1982), Gouriéroux (1997), Lyuu and Wu (2005), Nelson (1991)] and continuous-time diffusion models [Fouque et al. (2000), Heston (1993), Hull and White (1987), Melino and Turnbull (1990), Rossi (1990), Stein and Stein (1991), Wiggins (1987), Duan (1997), Nelson (1990), Yu, Li and Wells (2010)]. GARCH models use lagged observation errors to model volatility and obtain the closed form likelihood functions of historical price data, but the GARCH option pricing is very complicated. While it is very hard to derive the likelihood for the price data generated from the diffusion models, their option prices often have some sort of explicit expressions. Based on the diffusion limit of an exponential GARCH model, we take advantage of the explicit expansion of the diffusion option price to approximate the GARCH option price, and hence we build an implied volatility model and develop a joint likelihood for both stock price data and option price data. We obtain the estimators of model parameters by maximizing the joint likelihood. We derive the Fisher information to show the advantage of the parameter estimation based on the combined data.

The rest of the paper is arranged as follows. Sections 2 and 3 feature the combined estimation for the Black-Scholes paradigm, and Section 4 presents a simulation study.

2. ESTIMATION UNDER THE BLACK-SCHOLES PARADIGM

2.1 Constant volatility estimation by either price data or option data

Let $S_t$ be the underlying price process of a stock, and assume

$$S_t = S_0 e^{(\mu - \frac{1}{2} \sigma^2)t + \sigma B_t},$$

the Fisher information and establish the asymptotic theory for the proposed estimators to show the advantage of the joint estimation approach. A simulation study is conducted to investigate the finite sample performances of the estimators. Assuming a geometric Brownian motion model for the stock price, Black and Scholes (1973) established the so-called Black-Scholes formula for the European option prices. The model and formula have closed form expressions that allow us to develop explicit asymptotic results for the combined estimation. For financial models with varying volatilities, there is a great amount of volatility studies and option pricing on discrete-time GARCH models [Bollerslev (1986), Engle (1982), Gouriéroux (1997), Lyuu and Wu (2005), Nelson (1991)] and continuous-time diffusion models [Fouque et al. (2000), Heston (1993), Hull and White (1987), Melino and Turnbull (1990), Rossi (1990), Stein and Stein (1991), Wiggins (1987), Duan (1997), Nelson (1990), Yu, Li and Wells (2010)]. GARCH models use lagged observation errors to model volatility and obtain the closed form likelihood functions of historical price data, but the GARCH option pricing is very complicated. While it is very hard to derive the likelihood for the price data generated from the diffusion models, their option prices often have some sort of explicit expressions. Based on the diffusion limit of an exponential GARCH model, we take advantage of the explicit expansion of the diffusion option price to approximate the GARCH option price, and hence we build an implied volatility model and develop a joint likelihood for both stock price data and option price data. We obtain the estimators of model parameters by maximizing the joint likelihood. We derive the Fisher information to show the advantage of the parameter estimation based on the combined data.

The rest of the paper is arranged as follows. Sections 2 and 3 feature the combined estimation for the Black-Scholes model and an exponential GARCH model, respectively. Section 4 presents a simulation study.

2.1 Constant volatility estimation by either price data or option data

Let $S_t$ be the underlying price process of a stock, and assume

$$S_t = S_0 e^{(\mu - \frac{1}{2} \sigma^2)t + \sigma B_t},$$

"*Corresponding author.
†Partially supported by the NSF grants DMS-105635 and DMS-1265203."
where $B_t$ is a standard Brownian motion, $\mu$ is drift, and $\sigma$ is volatility. Black and Scholes (1973) derived the formula for the European call option price as a function of spot price $S$ at time $t$, strike price $K$, maturity duration $T - t$, interest rate $r$ and volatility $\sigma$, as follows,

$$ C_{BS}(t, S; T, K; \sigma) = \Phi(d_1)S - \Phi(d_2)Ke^{-(T-t)r}, $$

where $\Phi$ is the cdf of standard normal distribution and

$$
\begin{align*}
    d_1 &= \frac{\log(S/K) + (r + \sigma^2/2)(T-t)}{\sigma\sqrt{T-t}}, \\
    d_2 &= d_1 - \sigma\sqrt{T-t}.
\end{align*}
$$

Suppose that the stock price governed by (1) is observed at discrete time $t_j = j/n, j = 1, \ldots, n$. Let $X_j = \sqrt{n}(\log(S_{t_j}) - \log(S_{t_{j-1}}))$ be the scaled stock returns, $j = 1, \ldots, n$. Then $X_1, \ldots, X_n$ are i.i.d normal and the maximum likelihood estimator of $\sigma$ is derived as follows,

$$\hat{\sigma}_S = \sqrt{\frac{1}{n} \sum_{j=1}^{n} (X_j - \bar{X})^2}, \quad \bar{X} = \frac{1}{n} \sum_{j=1}^{n} X_j. $$

We can easily compute the Fisher information $2n/\sigma^2$ for estimating $\sigma$ and derive the asymptotical normality of $\hat{\sigma}_S$ as follows,

$$ \sqrt{n}(\hat{\sigma}_S - \sigma) \rightarrow N(0, \sigma^2/2), \quad \text{as } n \rightarrow \infty. $$

Since the option price $C_{BS}(t, S, T, K; \sigma)$ depends on known $(t, S, T, K)$ and unknown $\sigma$, we may estimate volatility $\sigma$ from the observed option price data. Assume that the observed option price data are equal to the true option prices calculated from (2) plus random errors, that is, the observed option price data obey a nonlinear regression model, obtained by sample mean $\bar{I}$, and its asymptotic distribution is given as follows,

$$ \sqrt{m}(\hat{\sigma}_S - \sigma) \rightarrow N(0, \sigma^2/2), \quad \text{as } m \rightarrow \infty. $$

As the Black-Scholes formula indicates a one-to-one correspondence between the option price and the volatility when we know the starting time $t$, expiration time $T$, spot price $S$, striking price $K$, and interest rate $r$, we define the implied volatility to be the volatility corresponding to a given option price for $(t, T, S, K, r)$, and practitioners often use the implied volatility instead of the corresponding option prices in financial applications. Alternative to (5) we may adopt a model based on implied volatility by assuming the observed implied volatilities are equal to the true volatilities plus some random errors, as

$$ I_i = \sigma + z_i, \quad i = 1, \ldots, m, $$

where $\sigma$ denotes the true volatility, $I_i$'s are observed implied volatilities, and $z_i$'s are i.i.d. random errors with mean 0 and variance $\tau^2$. For (7), the Fisher information for $\sigma$ is $m/\tau^2$, we estimate $\sigma$ by sample mean $\bar{I} = \frac{1}{m} \sum_{i=1}^{m} I_i$, and its asymptotic distribution is given as follows,

$$ \sqrt{m}(\bar{I} - \sigma) \rightarrow N(0, \tau^2), \quad \text{as } m \rightarrow \infty. $$

For model (5) we need to solve the optimization problem and find the non-linear least squares estimator $\hat{\sigma}_{BS}$. Numerical algorithms such as the Newton-Raphson method can be used to compute the estimator $\hat{\sigma}_{BS}$. For model (7) we estimate $\bar{I}$ is easy to compute once the observed implied volatilities are given. However, we may need numerical methods such as the Newton-Raphson method to invert the Black-Scholes formula and calculate the observed implied volatilities $I_i$.  

### 2.2 Estimation by combining stock price data and option price data

In finance, volatilities are often obtained from two estimation approaches based on either stock price data or option data. A natural question is which approach is better: Should we collect individual stock data and analyze the data to scrutinize the degree of variability, or would it be more beneficial to explore option data in the market at a supposed fair value for volatility estimation? From the statistical point of view, rather than trying to select one of the approaches, it is statistically more efficient to combine the two types of data and develop a volatility estimation scheme based on the combined data. We consider the stock price data generated from the geometric Brownian motion model (1) and the option data observed from the implied volatility model (7). For the stock price data, we have the scaled return data $X_j = \sqrt{n}(\log(S_{t_j}) - \log(S_{t_{j-1}})) \sim N(\nu, \sigma^2)$, where $\nu = (\mu - \sigma^2/2)/\sqrt{n}$. We assume that random errors $z_1, \ldots, z_m$ in model (7) are i.i.d. normal and independent of $X_1, \ldots, X_n$. The joint likelihood function based on the observed implied volatility data $I_1, \ldots, I_m$ and the scaled stock returns $X_1, \ldots, X_n$ is given by
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3.1 GARCH and diffusion models

To define a discrete GARCH model over time interval [0, 1], we divide [0, 1] into \( n \) subinterval of length 1/\( n \) and set \( t_k = k/n, k = 0, 1, \ldots, n \). The GARCH model assumes price process \( G,n,t_k \), \( k = 1, \ldots, n \), to follow

\[
\log S_{G,n,t_k} - \log S_{G,n,t_{k-1}} = (\mu - \sigma_{G,n,t_k}^2/2)n^{-1} + \sigma_{G,n,t_k} n^{-1/2} \epsilon_k, \tag{13}
\]

where \( \mu \) is drift, \( \epsilon_k \) is a sequence of i.i.d. standard normal random variables, and the conditional variance (or volatility) \( \sigma_{G,n,t_k}^2 \) depends on lagged errors. Existing GARCH models differ in volatility specification. The representative exponential GARCH(1, 1) model has the following ARMA structure.

\[
\sigma_{K,t}^2 = \beta_0 + \beta_1 \sigma_{K,t-1}^2 + \beta_2 \left\{ |\epsilon_{t-1}| - (2/\pi)^1/2 \right\} + \beta_3 \epsilon_{t-1}, \tag{14}
\]

where

\[
\beta_0 = \vartheta_0 n^{-1}, \quad \beta_1 = 1 + \vartheta_1 n^{-1}, \quad \beta_2 = (1 - 2/\pi)^{-1/2} \vartheta_2 n^{-1/2}, \quad \beta_3 = \vartheta_3 n^{-1/2}.
\]

To associate the GARCH model with a diffusion, extend \( (G,n,t_k, \sigma_{G,n,t_k}^2) \) to \([0, 1]\) by letting

\[
(G,n,s, \sigma_{G,n,s}^2) = (G,n,t_k, \sigma_{G,n,t_k}^2),
\]

for \( s \in [t_k, t_{k+1}], k = 0, \ldots, n - 1 \).

Then as \( n \rightarrow \infty \), the GARCH process \( (G,n,s, \sigma_{G,n,s}^2) \) weakly converges to the bivariate diffusion process \( (D,s, \sigma_{D,s}^2) \) governed by the following stochastic differential equation system,

\[
d\log D,t = (\mu - \sigma_{D,t}^2/2)dt + \sigma_{D,t} dW_{1,t}, \tag{15}
\]

\[
d\log \sigma_{D,t}^2 = (\vartheta_0 + \vartheta_1 \log \sigma_{D,t}^2)dt + \vartheta_2 dW_{2,t} + \vartheta_3 dW_{1,t}, \tag{16}
\]

where \( (W_{1,t}, W_{2,t}) \) are two independent standard Brownian motions. The diffusion process \( (D,s, \sigma_{D,s}^2) \) is referred to as the diffusion limit of the exponential GARCH model (13)–(14). See Nelson (1990) and Wang (2002).

3.2 Estimation for return data

We consider an exponential GARCH model with the following specification,

\[
X_{t_k} = \log S_{G,n,t_k} - \log S_{G,n,t_{k-1}} = \sigma_{G,n,t_k} n^{-1/2} \epsilon_k, \tag{17}
\]

\[
\log \sigma_{G,n,t_k}^2 = \beta_0 + \beta_1 \log \sigma_{G,n,t_{k-1}}^2 + \beta_2 \left\{ |\epsilon_{k-1}| - (2/\pi)^1/2 \right\} + \beta_3 \epsilon_{k-1}, \tag{18}
\]

where

\[
\beta_0 = \vartheta_0 n^{-1}, \quad \beta_1 = 1 + \vartheta_1 n^{-1}, \quad \beta_2 = (1 - 2/\pi)^{-1/2} \vartheta_2 n^{-1/2}, \quad \beta_3 = \vartheta_3 n^{-1/2}.
\]

For model (17)–(18), the log likelihood function is of the following form

\[
l_n(\vartheta) = -\frac{1}{2} \sum_{k=1}^{n} \left( \log \sigma_{G,n,t_k}^2 + \frac{nX_{k}^2}{\sigma_{G,n,t_k}^2} \right) - \frac{n}{2} \log(2\pi), \tag{19}
\]

where \( \vartheta = (\vartheta_0, \vartheta_1, \vartheta_2, \vartheta_3) \). We may maximize the likelihood function to find the MLE of \( \vartheta \). The Fisher information for \( \vartheta \) is given by

\[
\frac{\partial^2 l_n(\vartheta)}{\partial \vartheta^2} = E \left[ \frac{\partial^2 l_n(\vartheta)}{\partial \vartheta^2} \right], \tag{20}
\]

where \( \frac{\partial^2 l_n(\vartheta)}{\partial \vartheta^2} \) denotes the second partial derivative matrix of \( l_n(\vartheta) \) with respect to \( \vartheta \).

3.3 Estimation for option data

For the bivariate diffusion model (15)–(16), we have the following formula for the price of the European call option (with stock price \( S \) at time \( t \), strike price \( K \), maturity duration \( T-t \), interest rate \( r \), and initial value \( \sigma_0 = y \)),

\[
C_D(t; S; T; K; y) = E \left[ C_{BS} (t, SM_D; T, K; \sqrt{T-D}) \right],
\]

where \( C_{BS} \) is the Black-Scholes formula in (2) and

\[
\sigma_D = \frac{1 - \rho^2}{T-t} \int_t^T \sigma_{D,s,t,y}^2 ds,
\]

\[
M_D = \exp \left( \rho \int_t^T \sigma_{D,s,t,y} dB_{V,s} - \frac{1}{2} \rho^2 \int_t^T \sigma_{D,s,t,y}^2 ds \right),
\]

\[
B_{V,s} = \rho W_{1,s} + \text{sign}(\vartheta_2) \sqrt{1 - \rho^2} W_{2,s}, \quad \rho = \frac{\vartheta_3}{\sqrt{\vartheta_2^2 + \vartheta_3^2}},
\]

\( \sigma_{D,s,t,y} \) denotes \( \sigma_{D,s} \) beginning at \( \sigma_{D,t} = y \), and the expectation is taken with respect to the random source \( B_{V,s} \). See Fouque et al. (2000), Heston (1993), Hull and White (1987), Scott (1987), Stein and Stein (1991), and Wiggins (1987).

Furthermore, we have the following approximation for the option price,

\[
C_D(t; S; T; K; y) \approx C_{BS} (t, SM_D; T, K; \sigma_t) - (T-t) \left\{ V_2 S^2 \frac{\partial^2 C_{BS}}{\sigma_D^2} + V_3 S^3 \frac{\partial^3 C_{BS}}{\sigma_D^4} \right\}, \tag{21}
\]

and using (21) to solve \( C_D(t; S; T; K; y) = C_{BS}(t, SM_D; T, K; \sigma_t) \) we obtain an approximate implied volatility \( \sigma_t \) as follows,

\[
(I_D) \approx a + b \log(K/S) - \frac{t}{T-t}, \tag{22}
\]

where \( a \) and \( b \) are given by
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The likelihood function is given by a linear regression model with parameters \( \theta \). The Fisher information for \( \theta \) is defined as
\[
\frac{\partial^2}{\partial \theta^2} \ln \mathcal{L}(\theta) = \sum_{i=1}^{m} \left[ \frac{\partial^2}{\partial \theta_i \partial \theta_j} \ln \mathcal{L}(\theta) \right] 
\]
and
\[
\theta_0 = \frac{\partial_0, \theta_1 = \theta_1, \theta_2 = \sqrt{\theta_2^2 + \theta_3^2}, \rho = \frac{\theta_3}{\sqrt{\theta_2^2 + \theta_3^2}} \}
\]

See Fouque et al. (2000, chapter 5).

Formula (22) provides an approximate relationship of the implied volatility \( \bar{V}_t \) with \( (t, S, T, K) \). It suggests that the observed implied volatility may obey the following model,
\[
I_t = a + b \frac{\log(K_t/S_t)}{T_t - t} + z_t, \quad i = 1, \ldots, m,
\]
where \( a \) and \( b \) are defined as above and \( z_t \)'s are independent normal random variables with mean zero and variance \( \tau^2 \). Let \( Y_t = \log(K_t/S_t) \). Then model (24) is a simple linear regression model with parameters \( a \) and \( b \), and the log likelihood function is given by
\[
l_m(a, b) = \frac{1}{2} \sum_{i=1}^{m} \left[ I_i - (a + bY_i) \right]^2 - m \log \tau - \frac{m}{2} \log(2\pi).
\]
Denote the MLE of \((a, b)\) by \( (\hat{a}, \hat{b}) \). Then
\[
\hat{a} = \bar{I} - b\bar{Y}, \quad \hat{b} = \frac{\sum_{i=1}^{m} Y_i (I_i - \bar{I})}{\sum_{i=1}^{m} Y_i (Y_i - \bar{Y})}.
\]
Note that \( a \) and \( b \) are functions of \( \theta_0, \theta_1, \theta_2, \) and \( \theta_3 \) (or \( \rho \)), which are denoted by \( a(\theta_0, \theta_1, \theta_2, \theta_3) \) and \( b(\theta_0, \theta_1, \theta_2, \theta_3) \), respectively, to stress their dependence on \( \theta = (\theta_0, \theta_1, \theta_2, \theta_3) \), and we can estimate only \( a \) and \( b \) from model (24). Suppose that \( a(\theta_0, \theta_1, \theta_2, \theta_3) \) and \( b(\theta_0, \theta_1, \theta_2, \theta_3) \) are differentiable, and assume that we know \( \theta_0 \) and \( \theta_3 \) (or \( \rho \)). With the given \( \theta_0 \) and \( \theta_3 \), and the MLE, \( (\hat{a}, \hat{b}) \), of \((a, b)\) from model (24) we may use the invariant principle of MLE to find the MLE of \((\theta_1, \theta_2)\). Denote by \( (\hat{\theta}_1, \hat{\theta}_2) \) the MLE of \((\theta_1, \theta_2)\) based on \( I_1, \ldots, I_m \) from model (24).

The Fisher information for \((a, b)\) is equal to
\[
\frac{1}{2\tau^2} \left( \sum_{i=1}^{m} \frac{EY_i}{EY_i^2} \right),
\]
and the Fisher information for \((\theta_1, \theta_2)\) is given by
\[
\frac{1}{2\tau^2} \left( \sum_{i=1}^{m} \frac{EY_i^2}{EY_i} \right),
\]
where \( \frac{\partial(a, b)}{\partial(\theta_1, \theta_2)} \) denotes the partial derivative matrix of \((a, b)\) with respect to \((\theta_1, \theta_2)\).

### 3.4 Estimation for both return data and option data

Option pricing on GARCH models is very hard. For example, GARCH option pricing has no explicit formula such as the one described in Section 3.3. As illustrated in Section 3.1, the limit of a GARCH model is a bivariate diffusion, and the European option prices of the GARCH model converge to the European option prices of its diffusion limit given in Section 3.3 [see Duan, Wang and Zou (2009)]. Thus, we may consider joint parameter estimation for both return data from model (17)–(18) and option data from model (24), where the price process \( S_t \) in model (22) are equal to \( S_Z, n_t \) in (17).

By conditional arguments, we combine the stock data from the GARCH model (17)–(18) and the option data from the implied volatility model (24) and derive the joint log likelihood for \( \theta = (\theta_0, \theta_1, \theta_2, \theta_3) \) as follows,
\[
l_{m,n}(\theta) = -\frac{1}{2} \sum_{i=1}^{m} \frac{I_i - (a + bY_i)^2}{2\tau^2} - m \log \tau - \frac{1}{2} \sum_{k=1}^{n} \left( \log \sigma_{G,n,t_k}^2 + \frac{nX_{ik}^2}{\sigma_{G,n,t_k}^2} \right) - \frac{m+n}{2} \log(2\pi),
\]
where \((a, b)\) are functions of \( \theta \) described by (23). We maximize the log likelihood to find the MLE of \( \theta \). From (19), (25) and (27) we see that \( l_{m,n}(\theta) = l_n(\theta) + l_m(\theta) \), which indicates the Fisher information for \( \theta \) based on the combined data is equal to the sum of the Fisher information matrix (20) for the stock data and
\[
\frac{1}{2\tau^2} \left( \sum_{i=1}^{m} \frac{EY_i^2}{EY_i} \right),
\]
which is an extension of the information matrix (26) for the option data, where \( \frac{\partial(a, b)}{\partial(\theta_1, \theta_2)} \) denotes the partial derivative matrix of \((a, b)\) with respect to \((\theta_0, \theta_1, \theta_2, \theta_3)\). We conclude that the Fisher information relationship among those different data sources for the varying volatility models is similar to the case of constant volatility, and the joint estimation based on the combined data is statistically more efficient.

### 4. A SIMULATION STUDY

We conducted a simulation study to check the finite sample performances of the proposed estimators under the Black-Scholes set-up. We simulated stock prices over a year
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(252 trading days) from model (1) with a mean return of 1.2841 and a standard deviation of 0.12375 annually. We calculated \( \text{Var}(\hat{\sigma}) \) to be \( \frac{0.12375^2}{2 \times 252} = 3.0386 \times 10^{-5} \), and repeated the simulation procedure 1,000 times. The simulated results are summarized in the second row of Table 1. From the table we see that the mean and variance of \( \hat{\sigma}_S \) based on the 1,000 repetitions are almost equal to their corresponding true values.

The values of options placed upon this stock were recorded. These options have a life remaining between three and six months until expiration, and the strike price is some value close to the stock price, a certain percentage either above or below the current amount. The risk free rate of interest is set to be 3.31%. We simulated 200 option data from each of the option model (5) and the implied volatility model (7). Four random errors considered in the models from each of the option model (5) and the implied volatility model (7). Four random errors considered in the models are \( N(0, \tau^2) \), \( U(-\sqrt{0.0012}, \sqrt{0.0012}) \), \( E(-0.01, 100) \), and \( t_{10} \). where \( \tau = 0.01 \), and \( \eta = 0.04 \). The simulation procedure was repeated 1,000 times, and the simulation results are displayed in the third and fourth rows of Table 1. The simulation indicates that the averages of \( \hat{\sigma}_{BS} \) and \( \hat{I} \) based on the 1,000 repetitions are very close to the true value 0.12375, with very small variances for all four error distributions.

Finally we generated together stock price data over a year from model (1) and 200 option data from each of the option model (5) and the implied volatility model (7) as described in Section 2.2, where the model parameters \( \sigma \), \( \eta \), \( \tau \) are the same as above. As the results are very similar, we considered only random normal errors in models (5) and (7). According to the description in Section 2.2 we combined the stock data with 200 option data from either (5) or (7) to compute estimators \( \hat{\sigma}_I \) and \( \hat{\sigma} \), respectively. The last two rows of Table 1 show the simulation results for the volatility estimator with combined stock price data and option data. Again the simulation shows excellent performances of \( \hat{\sigma}_I \) and \( \hat{\sigma} \), with their averages over the 1000 repetitions very close to the true value and extremely small variances. In comparison with estimators based on either stock data or option data, the combined estimators \( \hat{\sigma}_I \) and \( \hat{\sigma} \) have much smaller variances than estimator \( \hat{\sigma}_S \) based on stock data alone and the respective volatility estimators \( \hat{I} \) and \( \hat{\sigma}_{BS} \) based on option data alone. The simulation findings confirm the theoretical results established in Section 2.

5. CONCLUSION

Volatility analysis in empirical financial studies is often developed for either historical price data or option data. As option prices heavily depend on the underlying stocks’ prices, and financial models for the two kinds of data are highly related, in this paper we study volatility analysis by combining historical stock price data and option data. We consider the Black-Scholes model and an exponential GARCH model and establish the relationship among the Fisher information for volatility estimation based on stock price data alone or option data alone and for joint volatility estimation based on combining stock price data and option data. An asymptotic theory for the joint estimation under the Black-Scholes model is provided. A simulation study is conducted to check finite sample performances of the proposed joint estimation.
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