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Practical applications of quantum computing depend on fault-tolerant devices with error correction. Today,
the most promising approach is a class of error-correcting codes called surface codes. We study the problem of
compiling quantum circuits for quantum computers implementing surface codes. Optimal or near-optimal
compilation is critical for both efficiency and correctness. The compilation problem requires (1) mapping
circuit qubits to the device qubits and (2) routing execution paths between interacting qubits. We solve this
problem efficiently and near-optimally with a novel algorithm that exploits the dependency structure of circuit
operations to formulate discrete optimization problems that can be approximated via simulated annealing, a
classic and simple algorithm. Our extensive evaluation shows that our approach is powerful and flexible for
compiling realistic workloads.
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1 Introduction

Quantum computation promises to surpass classical methods in important domains, potentially
unlocking breakthroughs in materials science, chemistry, machine learning, and beyond. How-
ever, as individual physical qubits and operations are error-prone, these applications require an
error-correction scheme for detecting and correcting faults. Quantum error-correction suppresses
errors with redundancy: encoding the state of a single logical qubit using several physical qubits.
Experimentalists have recently demonstrated error suppression for a single logical qubit [26, 52, 66]
and small multi-qubit systems [11, 20, 27, 51].
To harness the full power of the fault-tolerant quantum computers on the horizon, we need

optimizing compilers that convert circuit-level descriptions of quantum programs to error-corrected
elementary operations while preserving as much parallelism as possible. Quantum compute is a
scarce resource, so inefficient compilation can be extremely costly. Further, the longer the computa-
tion, the higher the probability of logical errors, which affect the result.

Therefore, our goal is to answer the following question:
How can we compile a given circuit for a fault-tolerant device such that execution time is minimized?
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Fig. 1. Spatial constraints preventing parallel execution

Table 1. Feature summary of our approach and prior work

Compiler Optimizing? T gates? Any arch?

LSC [62] ✗ ✓ ✓

EDPC [8] ✓* (route only) ✓ ✗

Autobraid [31] ✓ ✗ ✗

dascot (this paper) ✓ ✓ ✓

We target a well-studied type of error-correction scheme called a surface code [24, 36, 43]. A surface
code quantum device embeds logical qubits into a two-dimensional grid of physical qubits. Two-
qubit gates impose limitations on the execution of a quantum circuit by introducing contention
constraints. Each two-qubit gate occupies a path on the grid and simultaneous paths cannot cross.
Gates which can theoretically be executed in parallel may be forced into sequential execution if the
path of one “blocks” the other, as shown in Fig. 1. A compiler must carefully map qubits to grid
locations and route two-qubit gates such that conflicts between gates are minimized and parallelism
is maximized. We call this the surface code mapping and routing (scmr) problem.
Existing work on the scmr problem is limited along two axes, optimality and generality (see

Table 1 for a summary): (1) optimality: some techniques do not optimize execution time [62],
or optimize routing with respect to a fixed, trivial mapping [8]; (2) generality: other techniques
[31, 33, 67] do not account for routing t gates, a major source of two-qubit gates, and/or assume a
sparse grid layout [8, 31, 33]. This means they cannot be directly applied to other architectures
which pack qubits into a smaller grid area [44, 62]. Compact architectures are critical because they
require fewer physical resources, but they make scmr more challenging.
We present an optimizing mapping and routing algorithm that addresses the full generality of

the scmr problem, targeting circuits with t gates and architectures with arbitrary layouts.
The dascot approach. Obtaining optimal or near-optimal scmr solutions is critical for both
efficiency and correctness of quantum computation, but the problem is np-complete [67]. We find
that brute-force solutions based on, e.g., satisfiability solvers, do not scale to realistic problem sizes,
as previously shown in the analogous mapping and routing problem for near-term noisy devices
without error correction [42, 45, 60, 63],

We present a new algorithm called dascot (Dependency-Aware Surface Code OpTimization)
which mitigates the complexity of scmr by breaking mapping and routing into independent
subproblems, as illustrated in Fig. 2. The key insight underlying dascot is dependency-awareness:
we exploit the dependency structure between circuit operations to carefully optimize the mapping
and routing decisions.
Dependency-aware mapping. Our goal with mapping is to map circuit qubits in such a way that is
less likely to cause conflicts in routing gates. To do so, we need to track which pairs of qubits interact
in the circuit. While this idea has appeared in different guises in the qubit mapping literature,
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Fig. 2. Overview of our approach, dascot

existing solutions tend to be flow-insensitive in nature [31, 33], meaning that qubit interactions are
modeled at a rough granularity that does not take into account gate ordering in the circuit.
We make the key insight that to build a good candidate mapping, we need finer-grained, flow-

sensitive modeling of qubit interactions. For example, if one gate logically depends on another,
then no valid routing solution will execute the two gates simultaneously, so there is no reason for
the mapping stage to avoid crossing paths between them. By distinguishing between potential
crossings which are likely to be problematic at the routing step and those which are not, we can
better evaluate a candidate mapping. We capture this information in a new data structure we call a
layered interaction graph, which is the basis of our dependency-aware mapping approach.
Dependency-aware routing. At the routing stage, our key insight is that the order in which gates
are routed is crucial to the optimality of the scmr solution. Specifically, we formulate a discrete
optimization problem over routing orders, with the goal of discovering a routing order that routes
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gates that are critical in the dependency structure of the circuit. A critical gate has lots of other gates
that consume its results later in the circuit, so routing it early unlocks deeper layers of the circuit
for routing. Highly critical gates are prioritized to avoid a long “tail” of unexploited parallelism as
the gates on the critical path are executed in sequence. We observe that greedily routing gates in
order of criticality, as considered in prior work [33], does not maximize the total criticality of routed
gates because a single gate can block the execution of multiple gates of slightly lower criticality.
However, our new perspective on the routing problem as a search over the space of routing orders
allows us to find the order which is best with respect to total criticality.
Reductions to discrete optimization. The mapping and routing subproblems each induce a
discrete optimization problem with respect to a cost function. For mapping, we are searching
for the mapping which minimizes the overlaps between gates in the same layer. For routing, we
seek the gate ordering which maximizes the progress towards executing the entire circuit. In
both cases, we solve these optimization problems with simulated annealing [35], a classic, easy-to-
implement algorithm for solving hard, discrete optimization. Additionally, simulated annealing
supports different tradeoffs between compute time and solution quality.
sat-based optimal baseline. We present an optimal algorithm for the scmr problem based on a
novel sat encoding of scmr. Much like constraint-based approaches to mapping and routing for
quantum computers without error correction [42, 53, 60], we construct a boolean formula that is
satisfiable if and only if there exists an scmr solution with a given execution time. Then, we find
an optimal solution through a sequence of calls to a sat solver, starting from a known lower bound
and incrementing until the formula is satisfiable. Though the sat-based approach does not scale to
large-scale applications, it allows us to find exact solutions for small circuits and to precisely assess
the optimality of dascot for these instances.
Evaluation. We present a thorough evaluation of dascot on a comprehensive suite of benchmarks
consisting of over 200 circuits implementing key quantum algorithms and target two architectures
representing different space–time trade-offs. Our results confirm the efficiency and effectiveness of
dascot. For example: (1) in terms of solution quality, dascot matches or outperforms a state-of-
the-art approach for scmr without t gates, Autobraid [31], on 84% of benchmarks, with significant
gains on dense circuits; including up to 31% cost improvement on Quantum Fourier Transform
circuits; (2) in 69 circuits where we can compute an optimal solution using a satisfiability solver,
dascot is within 25% of optimal for all but 5; (3) dascot can solve benchmarks with thousands of
gates within minutes and can be tuned to different tradeoffs between compute time and optimality.
Contributions. Our contributions are the following:

• A formalization of the surface code mapping and routing problem (scmr) capturing the
combinatorial task of compiling circuits for surface code devices (Section 3). Compared to
existing work, our formalization models the problem in more detail and with more flexibility,
explicitly modeling magic states and allowing for arbitrary grids.
• Adependency-awaremapping algorithmusing a new data structure called a layered interaction
graph (Section 4.2). In comparison to prior work [31, 33], the layered nature of our interaction
graphs captures finer-grained—flow-sensitive—interaction patterns between qubits, allowing
us to choose better candidate mappings that maximize parallelism.
• We make the key observation is that routing order is crucial for the optimality of scmr
solutions. We therefore present a dependency-aware routing algorithm which searches over
routing orders and chooses the next gates to route based on progress through the dependency
structure of the circuit (Section 4.3). This is in contrast to greedy approaches [31] that choose

Proc. ACM Program. Lang., Vol. 9, No. OOPSLA1, Article 82. Publication date: April 2025.



Dependency-Aware Compilation for Surface CodeQuantum Architectures 82:5

to route gates by order of their importance, disregarding the downstream effects of such
actions, and end up with suboptimal global solutions.
• A sat-based scmr algorithm for finding optimal solutions on small circuits (Section 5). To
our knowledge, this is the first optimal solver for the mapping and routing problem on a
fault-tolerant architecture. The sat-based algorithm allows us to quantify the distance from
optimality for our approximate, simulated-annealing-based solutions.
• An empirical evaluation demonstrating the optimality and generality of dascot (Section 6).

2 Surface Code Compilation: A Primer

In this section, we describe the surface code mapping and routing problem, present illustrative
examples, and provide a high-level overview of our approach.
Quantum error correction. Physical realizations of qubits are extremely delicate and subject to
unintended changes of state, leading to computational errors. The leading approach to address
errors is called a surface code [24]. A surface code encodes a logical qubit using a two-dimensional
lattice of physical qubits; an example of a logical qubit encoded using a surface code is shown on
the left of Fig. 3. Each physical qubit in the lattice is designated as either a data qubit (large circles
in the figure) or a measurement qubit (small circles). Data qubits carry the state of the logical qubit,
whereas measurement qubits are repeatedly measured to detect errors. There are two types of
measurement qubits (indicated by color of the surrounding region in the figure) to detect both
bit-flip and phase-flip errors. As depicted on the right of Fig. 3, a surface code quantum device
consists of multiple surface code logical qubits encoded into one large lattice of physical qubits.

Fig. 3. Quantum device implementing a surface code

2.1 Surface Code Mapping and Routing by Example

Wewill now introduce the surface code mapping and routing problem by developing some examples.
The grid from Fig. 3 will be our quantum computing architecture. The logical qubits in the grid
may be used for storing qubits of a circuit or, as we will see shortly, for routing cnot gates.
Suppose we wish to execute the circuit consisting of two parallel cnot gates shown in the top

left of Fig. 4. First, we need to choose a logical qubit to encode each of the four qubits in the circuit.
This is called a mapping. One possible mapping is shown below the circuit. Then, we need to plan
the execution of the gates. There are two main proposed implementations for executing cnot gates
on two logical qubits: defect braiding [24] and lattice surgery [23, 30]. Both require establishing a
path between the qubits. We focus on lattice surgery because of recent evidence that it is a more
resource-efficient paradigm [23], but our core approach can also be applied to architectures based
on the defect-braiding cnot gate.

To apply a lattice surgery cnot, we need to find a path of logical qubits on the grid, called ancilla
qubits, from the control qubit to the target qubit. The path must connect a horizontal boundary of
the control (the top or bottom edge) to a vertical boundary of the target, making at least one “bend".
The process of reserving ancillae for gates is called routing. In our case, one cnot gate requires
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Fig. 4. Simple instance of scmr

an ancilla connection between 𝑞0 and 𝑞1, while the other requires one between 𝑞2 and 𝑞3. As long
as these two connections do not overlap, the gates can be performed simultaneously in a single
time step. A routing solution that meets these requirements is shown in the bottom right of Fig. 4.
The two routes are indicated by colored squares, with the longer green route corresponding to the
cnot gate applied to 𝑞0 and 𝑞1.
We can represent surface code mapping and routing with a grid graph as shown in the upper

right of Fig. 4, which corresponds to the same instance and solution. Specifically, each vertex in the
grid represents a logical qubit, and we include an edge between each adjacent pair of logical qubits,
not including diagonals.
Optimal mapping & routing. The above example was fairly unconstrained. Any mapping leaving
an ancilla space between each circuit qubit has a corresponding optimal routing solution. This is
not the case in general. Consider the example in Fig. 5 wherein we are mapping the same circuit
onto a 3 × 3 subset of our architecture. The depth of this circuit is 1, so it is theoretically executable
in a single time step. However, with the choice of the mapping on the left labeled “Mapping 1”,
there is no way to simultaneously execute the cnot gates, as any paths from 𝑞0 to 𝑞1 and 𝑞2 to 𝑞3
will have to cross. Therefore, execution of the circuit will take two time steps. If instead we choose
“Mapping 2”, we see that there is a routing solution that allows for simultaneous execution, with
the routes indicated by colored paths.
Executing T gates. The t gate cannot be applied directly to surface code logical qubits. Instead,
executing a t gate requires applying a lattice surgery cnot between the input to the t gate and
a logical qubit prepared in a so-called “magic state” [12]. We make a standard assumption that
magic state qubits are prepared in a separate region of the plane at a sufficiently high rate such
that they are always available at dedicated storage locations [8]. The implication for our mapping
and routing problem is that each t gate must be routed like a cnot gate with the target qubit chosen
from a fixed set of vertices provided as part of the input.

Proc. ACM Program. Lang., Vol. 9, No. OOPSLA1, Article 82. Publication date: April 2025.



Dependency-Aware Compilation for Surface CodeQuantum Architectures 82:7

Mapping 1

Total time steps: 2

q2q0

q1q3

q0 : •

q2q0

q3q1

Mapping 2

Total time steps: 1

Fig. 5. Suboptimal mapping increases execution time

q1q0

q2

Fig. 6. Example with a T gate

We provide a simple example in Fig. 6. Since this circuit contains a t gate, we need to define
magic state qubit locations. The 3 × 3 architecture has been extended with a column of magic
state qubits along the right side, indicated with orange vertices. An optimal mapping and routing
solution with one time step is shown. We have two simultaneous connections. One is between
qubits 𝑞0 and 𝑞1 and corresponds to the cnot, while the other is between 𝑞2 and a magic state
qubit, corresponding to the t gate.

2.2 An Overview of Our Approach

We now provide an overview of our approach (see Fig. 2).
Architectural flexibility. There is a fundamental trade-off between space and time in choosing a
surface code architecture. A large grid with many available routing ancillae likely leads to shorter
execution time, as many disjoint paths are available to route gates in parallel. A denser grid may
save on qubits, but extend execution time. The appropriate balance of qubit footprint and execution
time may vary depending on characteristics of the underlying hardware and the computation to be
performed. Moreover, physical qubits are prone to defects [39, 41] which may force adapting the
target architecture to omit certain regions of the grid.

We design our approach to support arbitrary architectures. For example, given a 9 qubit circuit,
Fig. 7 shows two standard architectures proposed in the literature [30, 43, 62] which we call the
Square Sparse and Compact architectures. These two architectures represent opposite ends of the
space-time spectrum, with the Square Sparse architecture using many more qubits to allow routing
more gates in parallel.
Dependency-aware mapping. To determine whether a mapping is appropriate for a circuit, we
need to estimate the number of times where routing one gate might prevent the routing of another.
For example, consider the circuit in Fig. 8, which is a simplified version of the 4 qubit Quantum
Fourier Transform. The depth of this circuit is 5; equivalently, it can be partitioned into 5 layers of
logically parallel gates (indicated with dashed lines).
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(a) Square Sparse (b) Compact

Fig. 7. Architectures with different space-time tradeoffs

Ideally, a mapping solution should enable routing the gates of each layer simultaneously. Our
approach efficiently searches the space of mappings for one that minimizes contention between
gates within the same layer using a simple data structure we call a layered interaction graph. Here,
the only nontrivial layer is layer 3. To allow optimal routing of this layer, our mapping algorithm
reserves disjoint regions (indicated with the dashed boxes) for the two gates, ensuring there exist
nonoverlapping paths along which to route them. We call this a dependency-aware algorithm
because it uses the dependency structure of the circuit to group gates into layers and establish
which pairs of gates may be competing for routing resources.

q3 q2

q0 q1

Mapping

1 2 3 4 5

Fig. 8. Illustrating dependency-aware mapping

Dependency-aware routing. Once the qubit map is fixed, we proceed by iteratively routing as
many logically parallel gates as possible. We can reduce the space of possible routing solutions by
routing each gate in sequence, along the shortest available path. With this strategy, the order in
which we iterate over the gates is important.

Consider Fig. 9 with our simple circuit with one t gate and one cnot. If we first route the cnot
gate along the shortest path, then the t gate must wait for the next time step as there is no path of
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available vertices between 𝑞2 and a magic state qubit. On the other hand, if we start with the t
gate, then the cnot can still be routed around the perimeter of the architecture, yielding a single
time step.

q0

q1

q2

Optimal Routing OrderSuboptimal Routing Order

q0

q1

q2

Fig. 9. Illustrating dependency-aware routing

The key question is therefore: How do we choose the best routing order for a set of parallel gates?
We formulate this challenge as a discrete optimization problem over routing orders. We search for
an order which allows the simultaneous routing of many gates to make progress towards execution
of the complete circuit. Additionally, we prefer to route critical gates, those with long chains of
dependent gates. Weighing gates by criticality prevents cascading effects from delaying a gate with
many dependencies.
At the heart of dependency-aware mapping and routing is a minimization subroutine. Since

our problem is discrete in nature and infeasible to solve optimally, we use simulated annealing to
obtain solutions which approach the minimum value. Simulated annealing is a classical, iterative
optimization algorithm that allows us to trade compute time for solution quality by tuning the
number of iterations.

3 Surface Code Mapping & Routing

We now formalize surface code mapping and routing.
Architectures. Our abstraction for a fault-tolerant quantum computing architecture is a grid graph
with some of the vertices reserved for magic state qubits and others available for storing circuit
qubits and routing gates. We use 𝐴 = (𝑉 , 𝐸,𝑀𝑆) to denote an architecture where 𝐺 = (𝑉 , 𝐸) is a
grid graph and𝑀𝑆 ⊂ 𝑉 are vertices reserved for magic state qubits.
Formally, the𝑚 × 𝑛 grid graph is defined over the vertex set 𝑉 = {1, . . . ,𝑚} × {1, . . . , 𝑛}. The

graph includes an edge between any pairs of vertices (𝑎, 𝑏) and (𝑐, 𝑑) such that either |𝑎 − 𝑐 | = 1 or
|𝑏 − 𝑑 | = 1. In the former case, we say that these vertices are horizontal neighbors. In the latter, we
say that they are vertical neighbors.
Qubit maps. Given a circuit 𝐶 acting on a set of qubits 𝑄 and an architecture 𝐴 = (𝑉 , 𝐸,𝑀𝑆), a
qubit map is a function, denoted𝑀 , that uniquely maps each qubit in𝑄 to one of the non-magic-state
qubits on the device (i.e., vertices 𝑉 \𝑀𝑆).

Example 3.1. Fig. 8 shows a qubit map where four qubits are mapped to four of the 15 vertices in
the architecture.

Dependency and routing. Let 𝐶 = ⟨𝑔1, . . . , 𝑔𝑘⟩ denote a circuit represented as a sequence of gate
applications. If two gates 𝑔𝑖 and 𝑔 𝑗 act on a shared qubit and 𝑖 < 𝑗 , then we say 𝑔 𝑗 depends on 𝑔𝑖 . For
example, in the circuit in Fig. 8, the gate cnot 𝑞1 𝑞2 depends on the gate cnot 𝑞0 𝑞1. For routing,
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we must assign gates to execution time steps in a way that respects dependencies in 𝐶 . Also, it
must be possible to execute all of the gates assigned to any particular time step simultaneously on
the architecture. Gates can be executed simultaneously if there are vertex-disjoint paths, of the
proper shape, along which to route them. We say that an assignment of gates to time steps and
paths is a valid gate route if it meets these requirements. In the definition to come, ⟨𝑉 ⟩ denotes the
set of finite sequences of vertices ⟨𝑣1, . . . , 𝑣𝑚⟩ from a vertex set 𝑉 .
Valid gate routes. Given an architecture 𝐴 = (𝑉 , 𝐸,𝑀𝑆), circuit 𝐶 , and qubit map 𝑀 , a valid
gate route is a natural number 𝑡 representing a number of time steps, and a pair of functions
𝑅space : 𝐶 → ⟨𝑉 ⟩ and 𝑅time : 𝐶 → {1, . . . , 𝑡} that meets the following criteria:
• Data Preservation: No vertex representing a circuit qubit or magic state qubit is used for
routing by 𝑅space.
• cnot Routing: If 𝑔 = cnot 𝑞𝑖 𝑞 𝑗 , then 𝑅space (𝑔) is a path from a vertical neighbor of𝑀 (𝑞𝑖 )
to a horizontal neighbor of𝑀 (𝑞 𝑗 ).
• t Routing: If 𝑔 = t 𝑞𝑖 , then 𝑅space (𝑔) is a path from a vertical neighbor of 𝑀 (𝑞𝑖 ) to a
horizontal neighbor of a magic state.
• Gate Order: If 𝑔 𝑗 depends on 𝑔𝑖 , 𝑅time (𝑔𝑖 ) < 𝑅time (𝑔 𝑗 ).
• Disjoint Paths: If 𝑅time (𝑔𝑖 ) = 𝑅time (𝑔 𝑗 ), then the paths 𝑅space (𝑔𝑖 ) and 𝑅space (𝑔 𝑗 ) share no
vertices.

Example 3.2. Consider Fig. 9. Let 𝑔1 be the gate cnot 𝑞0 𝑞1 and 𝑔2 be the gate t 𝑞2. With
the optimal routing order on the right, we show a valid gate route with 𝑡 = 1 time steps, so
𝑅time (𝑔1) = 𝑅time (𝑔2) = 1. The path 𝑅space (𝑔1) is the longer yellow path, while 𝑅space (𝑔2) is the
shorter green path.

With this terminology in place, the surface code mapping and routing problem (scmr) can be
concisely defined as the task of finding a qubit map and gate route pair with the minimal number
of time steps.

The scmr problem: Given an architecture 𝐴 and circuit 𝐶 , find a qubit map𝑀 and a valid gate
route (𝑡, 𝑅time, 𝑅space) such that 𝑡 is minimized.

4 The dascot Algorithm

The scmr problem is np-complete [67], so exact optimization is infeasible for large instances.
To simplify the problem, we decouple the mapping and routing and solve each separately. We
present novel algorithms for mapping and routing that exploit circuit dependency structure and
use simulated annealing to efficiently search the space of solutions. We start with a short primer
on simulated annealing.

4.1 Simulated Annealing Primer

In both mapping and routing, we define a cost function 𝑓 and search for qubit maps and routing
orders (respectively) with lower cost. Therefore dascot must efficiently solve problems of the form
min𝑠∈S 𝑓 (𝑠), where S is a large discrete set.
For this purpose, we employ simulated annealing, a standard and simple algorithm well-suited

to approximating the global optimum for discrete problems with large search spaces and many
local minima. Simulated annealing begins by choosing a random candidate solution 𝑠curr in S and
an initial temperature 𝜏0. Then, it iteratively applies the following probabilistic local search step,
repeating until the current temperature 𝜏 reaches some threshold 𝜏𝑓 .
• Uniformly sample a random neighbor 𝑠next of 𝑠curr
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• If 𝑓 (𝑠next) < 𝑓 (𝑠curr ), set 𝑠curr to 𝑠next
• Otherwise, do so with probability that is a function of the current temperature and cost
increase
• Reduce the temperature by a cooling rate 𝑟

The non-zero probability of transitioning to a worse solution allows escape from local minima.
We choose the standard acceptance probability exp

{
− 𝑓 (𝑠new )−𝑓 (𝑠curr )

𝜏

}
. Thus, transitions to a worse

solution are more likely early in the optimization, when the temperature is relatively high.
To instantiate simulated annealing, we need to define the cost function 𝑓 , solution space S,

and 𝑁 (𝑠), the set of neighbors of a solution 𝑠 . The algorithm also has hyperparameters: the initial
temperature 𝜏0, termination temperature 𝜏𝑓 , and cooling rate 𝑟 ; we describe our choices for these
in Section 6.

4.2 Dependency-Aware Mapping

In the mapping stage, our goal is to find a qubit map which is likely to admit a valid gate route with
few steps without explicitly computing the full routing. We present an approach based on a novel
data structure called a layered interaction graph. Whereas prior work takes a “flattened” view of
qubit interactions with no consideration of the ordering of gates, layered interaction graphs guide
our search for a mapping using the dependency structure of a circuit.
Interaction graphs. A natural starting point for selecting a qubit map is to analyze which pairs of
qubits interact by constructing an interaction graph. [31, 33]. An interaction graph for a circuit 𝐶
includes a vertex for each qubit and an undirected edge (𝑞𝑖 , 𝑞 𝑗 ) for each pair such that cnot 𝑞𝑖 𝑞 𝑗

is a gate in𝐶 . To capture interactions with magic states, we also include an additional vertex 𝑣𝑡 and
add an edge (𝑞𝑖 , 𝑣𝑡 ) whenever there is a t gate on the qubit 𝑞𝑖 .

q2 q3

q0 q1

Circuit

q0 q1

q2q3

Interaction graph

Mapping 1

q3 q2

q0 q1

Mapping 2

q0
q1
q2
q3

Fig. 10. Interaction graphs and bounding boxes

Example 4.1. Fig. 10 shows a circuit of two parallel cnot gates. The interaction graph for this
circuit (upper right) consists of two edges, one between 𝑞0 and 𝑞3 and another between 𝑞1 and 𝑞2.

Gate conflicts. We can evaluate the suitability of a map for a circuit using its interaction graph. For
a given mapping, we can find the bounding box of the interaction graph edges, following prior work
[31]. The bounding box of an edge is defined as the smallest rectangular region on the architecture
which contains both of the interacting qubits at its endpoints. We say two gates conflict when their
bounding boxes overlap because the routing of one gate may block the routing of the other.
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2 4

Fig. 11. A circuit and its layered interaction graph

Example 4.2. In the second row of Fig. 10, we compare two qubit maps using the interaction
graph. The bounding boxes of the two interaction graph edges with respect to each map is shown
in the same color and style. Following our heuristic, we prefer Mapping 2, where the gates do not
conflict, to Mapping 1, where they do. This is in fact the correct choice because there is a valid gate
route with one step for Mapping 2 but not for Mapping 1.

Layered interaction graphs. However, the problem with this strategy is that it discards important
information for routing: the dependency between gates. To address this limitation, we present
layered interaction graphs. We first partition a circuit into a sequence of layers such that if a gate
𝑔 depends upon another 𝑔′, then 𝑔 must be assigned to a later layer than 𝑔′. Then, we build an
interaction graph where each edge is labeled with the layer that the corresponding gate is assigned
to. The resulting graph with edge labels is a layered interaction graph.

Example 4.3. A circuit based on the Quantum Fourier Transform and its layered interaction
graph are shown in Fig. 11. Notice that this circuit has 5 layers, and layer 3 is exactly the circuit
from our previous example.

To illustrate the advantage of layered interaction graphs, in Fig. 12, we return to the same two
qubit maps and evaluate them with respect to the circuit and corresponding layered interaction
graph from Example 4.3.

The only parallel gates in this circuit are the two gates in layer 3, so Mapping 2 remains a better
choice because it enables routing these gates in the same time step. Thus, an ideal cost function
should assign lower cost to Mapping 2 than Mapping 1. Counting conflicts with respect to the
standard interaction graph instead assigns the same cost to these maps because both induce one
conflict, indicated by the yellow dashed edges. However, in the layered interaction graph, we can
distinguish between these cases using the edge labels. If we only consider conflicts between edges
with the same label, we see one conflict under Mapping 1 in layer 3 (as in Fig. 10), and no conflicts
under Mapping 2 (the edge labels 2 and 4 do not match), recovering the information that Mapping
2 is the better choice.

Mapping 1 Mapping 2

q0 q1

q3q2

1

3 3

5

2 4

q0 q1

q2q3

1

4 2

5

3 3

Fig. 12. Qubit maps and layered interaction graph

Proc. ACM Program. Lang., Vol. 9, No. OOPSLA1, Article 82. Publication date: April 2025.



Dependency-Aware Compilation for Surface CodeQuantum Architectures 82:13

This is the key insight behind our algorithm, shown in Alg. 1. We construct a layered interaction
graph (lines 2-8), then minimize conflicts with respect to the layered interaction graph. Two edges
are said to conflict under a map𝑀 if their bounding boxes overlap and they have the same layer
label. The bounding box of an edge associated with a gate cnot 𝑞𝑖 𝑞 𝑗 is the bounding box of the
architecture vertices𝑀 (𝑞𝑖 ) and𝑀 (𝑞 𝑗 ). The bounding box of an edge associated with a gate t 𝑞𝑖 is
the bounding box of the architecture vertices𝑀 (𝑞𝑖 ) and the nearest magic state vertex.

Algorithm 1 Dependency-Aware Mapping
1: procedure dascot-map(arch 𝐴, circuit 𝐶 , qubits 𝑄)
2: Partition 𝐶 into layers L = 𝐿1, . . . , 𝐿𝑑 .
3: Let 𝐼 be the empty graph over the vertices 𝑄 ∪ {𝑣𝑡 }
4: for layer 𝐿𝑘 in L do

5: for each cnot 𝑞𝑖 𝑞 𝑗 in 𝐿𝑘 do

6: Add edge (𝑞𝑖 , 𝑞 𝑗 ) to 𝐼 with label 𝑘
7: for each t 𝑞𝑖 in 𝐿𝑘 do

8: Add edge (𝑞𝑖 , 𝑣𝑡 ) to 𝐼 with label 𝑘
9: return argmin𝑀 conflicts(𝐼 , 𝑀)

Solving the minimization objective. The minimization problem (blue in Alg. 1) can be solved
via simulated annealing: (1) the search space S is the set of possible qubit maps, (2) the neighbor
set of 𝑁 (𝑀) of a map𝑀 is those obtainable by swapping the locations of one pair of circuit qubits,
and (3) the cost function 𝑓 is the number of conflicts between edges with the same label in the
interaction graph.

4.3 Dependency-Aware Routing

At the routing stage, we take a circuit, architecture, and qubit map as input and return a sequence
of time steps. As formalized in the definition of a valid gate route in Section 3, each time step 𝑘
consists of (1) a set of parallel gates, corresponding to the gates 𝑔 for which we set 𝑅time (𝑔) = 𝑘 , and
(2) disjoint paths along which to route them, defining the function 𝑅space : 𝐶 → ⟨𝑉 ⟩ on the same
set of gates. The goal is to find the sequence with the fewest total time steps. The distinguishing
feature of our approach is that we define and solve a discrete optimization problem over the space
of candidates for the each time step, focusing on gates with high criticality.
We begin by describing our algorithm for constructing a single time step for a given layer of

parallel gates, which we will iteratively apply to generate a full routing solution. To limit the
combinatorial explosion in possible routes, we consider gates sequentially, routing each along the
shortest available path, if one exists (otherwise the gate is delayed to a future time step). Alg. 2
shows this subroutine for a particular sequence 𝜎 of gates.
With this linear approach, the order in which we iterate over gates affects the resulting time

step because a gate earlier in the order may occupy vertices which prevent the routing of a later
gate. Therefore, our goal is to find the routing order 𝜎 that results in the best time step.
Shortest-first order. One approach to a routing order is to choose the next gate to be the one
with the shortest available routing path. Intuitively, this order is often effective because shortest
paths occupy fewer vertices and are thus less likely to block other paths. In fact, the shortest-first
order has a guaranteed approximation ratio derived from the literature on the node-disjoint paths
problem [8, 37]. It results in routing 𝑂 (opt/

√
𝑛) gates where opt is the optimal number of gates

which can be routed in the next time step and 𝑛 is the number of vertices in the architecture.
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Algorithm 2 Single Step Routing
1: procedure route-seq(gate sequence 𝜎 , arch 𝐴,𝑀)
2: initialize 𝑅′space to ∅
3: for gate 𝑔 in 𝜎 do

4: Let 𝑝 be a shortest path for routing 𝑔 in 𝐴

5: 𝑅′space ← 𝑅′space ∪ {(𝑔, 𝑝)} ⊲ if some path exists
6: Remove all vertices in 𝑝 from 𝐴

7: return 𝑅′space

Routing order search. While ordering the gates by path length is a sound principle, there are
numerous cases in practice where it produces suboptimal results.

Example 4.4. Consider Fig. 9. The shortest paths available to execute the two gates are equal.
With shortest-first sorting, these two orders are equivalent. However, only one order allows routing
both gates in the same time step.

To prevent cases like this, where a fixed heuristic cannot identify an optimal routing order, we
search for the best routing order at each iteration, generating several candidate time steps and
picking the best. To define the “best" choice among candidate time steps, we need to estimate the
degree to which a time step will lead to a high-quality overall solution, with few total time steps.
Dependency-aware cost. We use a dependency-aware metric, where the cost reduction associated
with routing a gate 𝑔 is equal to its criticality—we want to prioritize routing important gates first.

Criticality: Let 𝐶 be a quantum circuit and 𝑔 be a gate in 𝐶 . The criticality of 𝑔, denoted
criticality(𝑔) is the depth of the subcircuit of𝐶 consisting of gates which depend on𝑔, including
𝑔 itself.

For example, in the circuit in Fig. 6, both gates have a criticality of 1, while the gate cnot 𝑞0 𝑞3
in Fig. 8 has a criticality of 3. Intuitively, routing critical gates unlocks deeper layers of the circuit
for routing. Gates with high criticality should be prioritized to avoid a long “tail” of underutilized
time steps as the gates on the critical path are executed in sequence.

Thus, we search for the routing order such that the resulting time step 𝑠 = route-seq(𝜎,𝐴,𝑀) is
minimal with respect to the dependency-aware cost function below (highlighted in blue in Alg. 3)

𝑓 (𝑠) =
∑︁
(𝑔,𝑝 ) ∈𝑠

− criticality(𝑔)

Note that this cost cannot be minimized greedily. The critical-first order, routing gates in order
of criticality, is not necessarily optimal.

Example 4.5. Fig. 13 depicts the front layer of a circuit with three parallel gates. Suppose the
cnot gate has a criticality of 3 and the two t gates have criticality 2. By first routing the most
critical gate, the cnot, we block the routing of the two t gates. Therefore the critical-first routing
order has a cost of -3. On the other hand, if we first consider the t gates, both can be routed in the
same time step, yielding a cost of -4. Thus, the greedy approach is not optimal here.

Our routing algorithm is Alg. 3. It determines the front layer of the circuit, applies simulated
annealing to find the best choice for the next time step, and repeats until all gates have been routed,
returning a sequence of time steps. We instantiate simulated annealing as follows: (1) the search
space S is the set of orderings of the layer, (2) the neighbor set of 𝑁 (𝜎) of an ordering 𝜎 is those
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Fig. 13. A case where the critical-first order is suboptimal

Algorithm 3 Dependency-Aware Routing
1: procedure dascot-route(arch 𝐴, circuit 𝐶 , map𝑀)
2: initialize 𝑅time and 𝑅space to ∅
3: initialize number of steps 𝑡 to 0
4: while 𝐶 ≠ ∅ do ⊲ note we remove gates from 𝐶

5: Let 𝐿1 be the front layer of gates in 𝐶
6: Let Σ be the set of all possible orderings of 𝐿1
7: 𝜎∗ ← argmin𝜎∈Σ 𝑓 (route-seq(𝜎,𝐴,𝑀)) ⊲ simulated annealing
8: 𝑅next ← route-seq(𝜎∗, 𝐴,𝑀)
9: 𝑡 ← 𝑡 + 1
10: for each (gate, path) pair (𝑔, 𝑝) in 𝑅next do

11: 𝑅time (g) ← 𝑡

12: 𝑅space (g) ← p
13: Remove g from 𝐶

14: return 𝑅time, 𝑅space

obtainable by swapping the position of one pair of gates, and (3) the cost function is given by
𝑓 (route-seq(𝜎,𝐴,𝑀)) .

5 A sat-Based Optimal Baseline

To evaluate the quality of solutions produced by dascot, we developed a sat-based optimal solver
for the scmr problem. Though the sat approach does not scale to large circuits, it provides a
“ground truth" for small circuits. Like approaches for nisq computers [42, 53, 60], the optimal solver
encodes the existence of a solution with 𝑘 time steps as a query to a boolean satisfiability solver,
incrementing 𝑘 if the result is “unsatisfiable”, and iterating until a solution is found. In the rest of
this section, we describe the encoding for a fixed value of 𝑘 .

Throughout we will fix an architecture 𝐴 = (𝑉 , 𝐸,𝑀𝑆), a circuit𝐶 = ⟨𝑔1, . . . , 𝑔𝑘⟩ acting on qubits
in a set 𝑄 and a time limit 𝑡𝑠 . Our encoding includes three types of boolean variables: the map

variables represent the qubit mapping, the exec variables represent the assignment of gates to time
steps (the function 𝑅time) and the path variables represent the path used to route gates (the function
𝑅space). The formula over these variables that we produce will enforce that the qubit map encoded
by map and the routing encoded by exec and path are a valid solution as defined in Section 3. In
describing these constraints, we use cardinality constraints which enforce that at most one (amo) or
exactly one (eo) of a set of variables is set to true. The efficient translation of cardinality constraints
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into conjunctive normal form is a well-studied area [4, 6, 25, 49, 56] so we leave the encoding
unspecified for simplicity.
Variables. The boolean variables that appear in our encoding are listed below along with their
intended semantics.

• map(𝑞, 𝑣): the qubit 𝑞 in the circuit is mapped to the vertex 𝑣 .
• exec(𝑔, 𝑡): the gate 𝑔 is executed in time step 𝑡 .
• path(𝑢, 𝑣, 𝑔, 𝑡): the edge (𝑢, 𝑣) is used in the path for gate 𝑔 at time step 𝑡 .

5.1 Constraints

Maps are injective functions. To enforce that a satisfying assignment corresponds to a valid
qubit map, we require that for each 𝑞 there is exactly one 𝑣 wheremap(𝑞, 𝑣) is set to true (functional
consistency) and that for each 𝑣 there is at most one 𝑞 where map(𝑞, 𝑣) is set to true (injectivity).
These constraints are shown below.

map-valid ≜
∧
𝑞∈𝑄

eo({map(𝑞, 𝑣) : 𝑣 ∈ 𝑉 \𝑀𝑆}) ∧
∧

𝑣∈𝑉 \𝑀𝑆

amo({map(𝑞, 𝑣) : 𝑞 ∈ 𝑄})

Paths preserve data. We cannot overwrite circuit qubits or magic state qubits in the routing
process. In terms of path and map variables, this means that we cannot set both path(𝑢, 𝑣, 𝑔, 𝑡) and
path(𝑣,𝑤,𝑔, 𝑡) for any 𝑢,𝑤 , 𝑔, and 𝑡 if we have set map(𝑞, 𝑣) for some qubit 𝑞 or if 𝑣 ∈ 𝑀𝑆 .

circ-safe ≜
∧

𝑢,𝑣,𝑤∈𝑉
𝑡≤𝑡𝑠

𝑞∈𝑄,𝑔∈𝐶

¬map(𝑞, 𝑣) ∨ ¬path(𝑢, 𝑣, 𝑔, 𝑡) ∨ ¬path(𝑣,𝑤,𝑔, 𝑡)

ms-safe ≜
∧

𝑣∈𝑀𝑆,𝑢,𝑤∈𝑉
𝑡≤𝑡𝑠
𝑔∈𝐶

¬path(𝑢, 𝑣, 𝑔, 𝑡) ∨ ¬path(𝑣,𝑤,𝑔, 𝑡)

data-safe ≜ circ-safe ∧ ms-safe

All gates are executed in logical order. To ensure that all gates are executed in a valid order,
we enforce that for each 𝑔, there is exactly one 𝑡 such that exec(𝑔, 𝑡) is set to true and that if 𝑔 𝑗
depends on 𝑔𝑖 , (which we denote with 𝑔𝑖 ≺ 𝑔 𝑗 ), then exec(𝑔𝑖 , 𝑡) implies exec(𝑔 𝑗 , 𝑡 ′) for some 𝑡 ′ > 𝑡 .
This is represented by the constraints:

gates-ordered ≜
∧
𝑔∈𝐶

eo({exec(𝑔, 𝑡) : 𝑡 ≤ 𝑡𝑠 }) ∧
∧
𝑔≺𝑔′
𝑡 ′≤𝑡

¬exec(𝑔, 𝑡) ∨ ¬exec(𝑔′, 𝑡 ′)

Paths are disjoint. Though the edges in the underlying graph are undirected, it is useful for our
formulation to assign a direction to the paths, so we assign the direction of the edge as from 𝑢 to 𝑣
if path(𝑢, 𝑣, 𝑔, 𝑡) is set to true. We require that our simultaneous paths are vertex disjoint, meaning
each vertex can have at most one incoming edge and at most one outgoing edge. Therefore, for
each time step 𝑡 and vertex 𝑢, we include the constraint that there is at most one pair 𝑣, 𝑔 such that
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path(𝑢, 𝑣, 𝑔, 𝑡) is set to true and at most one pair 𝑣 ′, 𝑔′ such that path(𝑣 ′, 𝑢, 𝑔′, 𝑡) is set to true:

disjoint ≜
∧
𝑡≤𝑡𝑠
𝑢∈𝑉

amo({path(𝑢, 𝑣, 𝑔, 𝑡) : 𝑣 ∈ 𝑉 ,𝑔 ∈ 𝐶}) ∧ amo({path(𝑣 ′, 𝑢, 𝑔′, 𝑡) : 𝑣 ′ ∈ 𝑉 ,𝑔′ ∈ 𝐶})

Paths connect cnot pairs. The most complicated type of constraints are those that enforce that
the path variables encode a valid path between the relevant vertices. We start with the case of
cnot gates. The constraints effectively construct a path inductively. Let 𝑔 = cnot 𝑞𝑖 𝑞 𝑗 be a cnot
gate. The path corresponding to 𝑔 must begin at a vertical neighbor of the control qubit 𝑞𝑖 and
terminate at a horizontal neighbor of the target qubit 𝑞 𝑗 . This leads to the “base case” constraint
for each end of the path. We state them below using𝑉𝑁 (𝑣) (and 𝐻𝑁 (𝑣)) as an abbreviation for the
set of up to two vertical (and horizontal) neighbors of a vertex 𝑣 :

cnot-start ≜
∧
𝑣∈𝑉

𝑔 (𝑞𝑖 ,𝑞 𝑗 ) ∈𝐶
𝑡≤𝑡𝑠

©«¬map(𝑞𝑖 , 𝑣) ∨ ¬exec(𝑔, 𝑡) ∨
∨

𝑢∈𝑉𝑁 (𝑣)
path(𝑣,𝑢, 𝑔, 𝑡)ª®¬

cnot-reach-target ≜
∧
𝑣∈𝑉

𝑔 (𝑞𝑖 ,𝑞 𝑗 ) ∈𝐶
𝑡≤𝑡𝑠

©«¬map(𝑞 𝑗 , 𝑣) ∨ ¬exec(𝑔, 𝑡) ∨
∨

𝑢∈𝐻𝑁 (𝑣)
path(𝑢, 𝑣, 𝑔, 𝑡)ª®¬

The inductive constraint is that for each edge (𝑢, 𝑣) on the path, either 𝑢 is a valid starting point
for the path, or an internal vertex on the path. In the latter case, it must be incident to another
edge to follow back towards the starting point. In our variables, we can express the two options as
path(𝑢, 𝑣, 𝑔, 𝑡) implies either path(𝑤,𝑢,𝑔, 𝑡) for some distinct vertex𝑤 adjacent to 𝑢 or map(𝑞𝑖 , 𝑢).

cnot-inductive ≜
∧

𝑔 (𝑞𝑖 ,𝑞 𝑗 ) ∈𝐶
𝑡≤𝑡𝑠
(𝑢,𝑣) ∈𝐸

©«¬path(𝑢, 𝑣, 𝑔, 𝑡) ∨
∨
(𝑤,𝑢 ) ∈𝐸
𝑤≠𝑣

path(𝑤,𝑢,𝑔, 𝑡) ∨map(𝑞𝑖 , 𝑢)
ª®®®¬

cnot-routed ≜ cnot-start ∧ cnot-reach-target ∧ cnot-inductive

Paths connect t targets to magic states. Let 𝑔 = t 𝑞 𝑗 be a t gate. We also need to enforce that
the path variables assign an appropriate path between 𝑞 𝑗 and a magic state qubit. This type of
constraint is similar to the previous. The only difference is in the definition of valid end points
which are now horizontal neighbors of magic state qubits.

t-reach-target ≜
∧

𝑔 (𝑞) ∈𝐶
𝑡≤𝑡𝑠

(eo({path(𝑢, 𝑣, 𝑔, 𝑡) : 𝑣 ∈ 𝑀𝑆,𝑢 ∈ 𝐻𝑁 (𝑣)}))

t-routed ≜ t-start ∧ t-reach-target ∧ t-inductive
The formula corresponding to an scmr instance is given by the conjunction of these constraints:

𝜑 (𝐴,𝐶, 𝑡𝑠 ) ≜ map-valid ∧ gates-ordered ∧ data-safe ∧ disjoint ∧ cnot-routed ∧ t-routed

Theorem 5.1. The formula𝜑 (𝐴,𝐶, 𝑡𝑠 ) is satisfiable if and only if there is a map𝑀 and corresponding
valid gate route (𝑡𝑠 , 𝑅time, 𝑅space) for the scmr problem given by 𝐴 and 𝐶 , and there is an explicit
translation from scmr solutions𝑀, (𝑡𝑠 , 𝑅time, 𝑅space) to models of 𝜑 (𝐴,𝐶, 𝑡𝑠 ) and vice-versa.
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6 Implementation and Evaluation

We now present our evaluation of dascot.
Benchmarks. Our evaluation is performed on a benchmark suite of 232 application circuits. Our
suite includes the entire set collected by Zulehner et al. [68]. This existing set consists of circuits
derived from the RevLib suite [64] and programs written in the Quipper [28] and ScaffoldCC
[34] quantum programming languages. We extended it with implementations of major quantum
algorithms: Shor’s Algorithm [54], the Quantum Fourier Transform [18], Bernstein-Vazirani [7],
QAOA [22], and Grover’s Algorithm [29].
Architectures. We target the two architectures Square Sparse and Compact from Fig. 7. The Square
Sparse architecture represents a case with a large space footprint studied in prior work on mapping
and routing [31, 62]. It is the smallest square grid which includes enough space to surround each
circuit qubit with routing ancillae on all sides. For a circuit with 𝑛 qubits, this results in a side
length of 2⌈

√
𝑛⌉ + 1. The Compact architecture, in contrast, is designed to minimize the required

device qubits. This architecture is nearly linear, with three rows, and enough columns to include
an ancilla qubit between each circuit qubit (𝑛 − 1 columns for even 𝑛). In both cases, we assume
this mapping region is surrounded on all sides by magic state qubits.
Experimental setup. All runs were allotted a 1hr timeout on one core of an AMD EPYC™ 7763
2.45 GHz Processor and 32GB of RAM accessed via a distributed research cluster. Since dascot is
a randomized algorithm, we collected 20 trials and plot the mean solution and a 95% confidence
interval. We choose the simulated annealing parameters 𝜏0 = 100, 𝜏𝑓 = 0.1/𝑑 , 𝑟 = 0.1/𝑑 (where 𝑑 is
the depth of the circuit) for mapping and 𝜏0 = 10, 𝜏𝑓 = 0.1, 𝑟 = 0.1 for routing. The constants were
determined empirically with a grid search over the ranges [1, 103] for 𝜏0 and [10−3, 1] for 𝑟 and 𝜏𝑓 ,
using randomly generated circuits to avoid benchmark overfitting.
Research questions. Our experimental evaluation is designed to answer the following questions:

RQ1: How does our approach compare to prior work on surface code mapping and routing?
RQ2: What are the gains from our mapping and routing algorithms over greedy baselines?
RQ3: How close to optimal are our solutions?
RQ4: What is the tradeoff between optimality and scalability?

(RQ1) Comparison to Prior Work

To answer RQ1, we primarily compare dascot to Autobraid [31], a state-of-the-art algorithm for a
closely related problem (though other tools are represented in addressing RQ2). Autobraid targets
the defect-braiding cnot gate and assumes a “sparse” architecture, like Square Sparse, where logical
qubits are surrounded on all sides by routing ancillae. For a direct comparison, we implemented a
version of Autobraid with two minor modifications: (i) constraints which require paths to include
a “bend” as needed for lattice surgery and (ii) support for more general architectures. Moreover,
Autobraid does not handle routing of t gates. Therefore, for the purpose of this comparison only, we
do not include them as part of the problem instance, as a special case of our scmr problem. This
matches the experimental setup originally used to evaluate Autobraid [31].
Overall results. We begin by analyzing the quality of solutions produced by Autobraid and dascot
across the entire benchmark suite. In Fig. 14, we count the number of benchmarks where one
algorithm outperforms the other in terms of solution quality by producing a mean solution with
fewer time steps. The “Match” category represents circuits for which the two algorithms reached
solutions with the same number of time steps.

On the Square Sparse architecture, the largest category by far is “Match” where the two algorithms
reach equivalent solutions, containing 83% of the benchmark suite. In comparison, the “dascot
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Fig. 14. Summary Comparison with Autobraid

better” category contains 16% of circuits and “Autobraid better” category contains 1% (just three
circuits). Most circuits are in the “Match” category because, with the plentiful routing resources of
this architecture, both algorithms often achieve the theoretical lower-bound given by the depth of
the circuit. On the other hand, the constraints of the Compact architecture do reveal a separation
between the two algorithms. dascot outperforms or matches Autobraid on 84% of the benchmarks
and strictly outperforms Autobraid on 59% of the benchmarks.
QFT circuits. Quantum Fourier Transform circuits are an important application which are partic-
ularly challenging to map and route because of their dense interaction graphs with many gates per
layer. However, dascot is well-suited to the complexity of QFT circuits. Fig. 15 compares the cost
ratios of the solutions provided by dascot and Autobraid for these hard instances. The cost ratio is
defined as the quantity:

# of time steps in solution
circuit depth

Since the depth of the circuit is a theoretical lower bound on the number of time steps in a solution,
the best cost ratio is 1. dascot achieves lower mean cost ratios on than Autobraid up to about a
31% relative improvement on both architectures for the 100 qubit circuit.
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Fig. 15. Cost ratios on QFT Circuits

Synthetic dense circuits. We also generated a set of synthetic circuits to isolate the effect of
density. To construct synthetic circuits, we iteratively applied a random layer of gates. For the
“high-density” circuits, a gate is applied to each qubit in each layer. For the “low-density” circuits, a
gate is only applied to 1/10 of the qubits in each layer. We generated circuits with up to 100 qubits
and up to 100 layers.
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Fig. 16 compares the cost ratios obtained by dascot and Autobraid for synthetic circuits. Each
point represents a circuit. Points above the black line 𝑦 = 𝑥 are those where dascot produces a
better solution than Autobraid. For both algorithms, low-density circuits lead to lower cost ratios
than high-density. This is expected because there is a high probability of conflict among the many
pairs of simultaneous paths in the maximally dense layers. However, dascot is more robust to this
complexity, outperforming Autobraid on almost all of the dense circuits across both architectures.
We see a mean reduction in cost ratio of 22% on the Square Sparse architecture and 13% on the
Compact architecture.

RQ1 Summary: dascot and Autobraid are both close to optimal on the Square Sparse architec-
ture, while dascot outperforms the baseline on the Compact architecture, producing a strictly
better solution for 59% of circuits and matching the Autobraid solution in a further 25%. We see
especially significant gains from our approach on dense circuits, with up to a 31% improvement
on QFT circuits.

(RQ2) Ablation Study

Next, we perform an ablation study to isolate the performance contributions of our mapping and
routing algorithms. We focus on the Compact architecture and circuits with 8 or more qubits, since
these are more difficult instances where a naive approach is unlikely to perform well.
First, to assess our mapping algorithm, we compare against a version of our algorithm called

dascot-randmapwhich chooses a qubit map at random, then applies the dascot routing algorithm
(Alg. 3). Choosing a random map is equivalent to setting the initial temperature of the simulated
annealing search equal to the final temperature, performing zero iterations of the search, or not
applying a mapping optimization pass at all as in the lattice surgery compiler (LSC) [62].
In Fig. 17(left), we compare dascot to dascot-randmap on our application circuits in terms

of cost ratio. For the majority of circuits (60%), dascot produces strictly better results. For the
remaining circuits, the search at the mapping phase does not improve the cost ratio, but there are
no examples where it leads to a significantly worse cost ratio.
We see more uniform cost reduction for the routing phase. We analogously define the dascot-

randroute algorithm which first applies the dascotmapping algorithm (Alg. 1). Then, for routing,
it replaces the minimization procedure with a random order selection, once again corresponding to
zero iterations of simulated annealing and the procedure applied by LSC [62]. In Fig. 17(middle),
we compare dascot to dascot-randroute. The results indicate that a dependency-aware analysis
of routing order leads to significantly stronger solutions than committing to a single random order
at each step. We see a strict improvement in mean cost ratio on 90% of application circuits from
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applying dependency-aware routing for a mean relative improvement of 6%. Similar findings hold
when we compare dascot to choosing a routing order by sorting gates according to routing path
length and criticality. We show the results for the shortest-first routing order, which is the approach
of EDPC [8], in Fig. 17(right). The plot for the critical-first sorting order closely resembles this one
and is included in the extended version of this paper [46].

RQ2 Summary: Optimization at both stages contributes to the performance of our algorithm.
However, more consistent gains can be found at routing phase, where optimizing routing order
improves results on 90% of circuits, and by 6% on average.

(RQ3) Comparison to Optimal

We also assess how well dascot approximates the optimal solution using the baseline described in
Section 5. Our implementation generates the constraints, then queries the sat solver CaDiCal [10]
via the PySAT toolkit [32]. We focus on the Compact architecture, as dascot generally reaches the
depth lower-bound on the Square Sparse architecture, so we know the solutions are optimal.

In Fig. 18, we compare dascot to the optimal solution in 69 cases where we are able to obtain one
within the time and memory bounds. Circuits are sorted by their actual cost ratio, which replaces
the theoretical, architecture-independent lower bound from the cost ratio with the true optimal
solution for the Compact architecture. For 64 of the 69 circuits, the mean actual cost ratio is less
than 1.25, meaning the mean solution produced by dascot is within 25% of optimal. A common
characteristic shared by the five outlier circuits is relatively high density. Such circuits remain
challenging for dascot despite improvements over the state of the art.
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RQ3 Summary: For small circuits where optimal solving is feasible, we find that dascot finds
solutions that are within 1.25x optimal for all but a few examples.

(RQ4) Optimality-Scalability Tradeoff

We now study how the runtime of our algorithm scales with the complexity of the scmr problem.
In particular, we are interested in the routing algorithm because mapping can be terminated
at any point and our ablation study suggests most of the improvements in solution quality are
found at the routing stage. The complexity of an scmr problem is multidimensional, depending on
parameters which include the number of qubits in the input circuit, the depth of the circuit, and the
density of the topological layers. We highlight two circuit classes with contrasting characteristics:
Bernstein-Vazirani circuits and Quantum Fourier Transform circuits.

Bernstein-Vazirani circuits have low depth and each layer is minimal, consisting of a single cnot
gate. Because of this structure, our approach can route Bernstein-Vazirani circuits with thousands
of qubits, as shown in Fig. 19(left). On the other hand, QFT circuits of the same qubit count have
many more layers, with several gates per layer. Thus, the problem complexity grows much more
rapidly with respect to qubit count (see Fig. 19(right)), such that the largest circuit routed within an
hour has 170 qubits on the Compact architecture and 200 qubits on the Square Sparse architecture.
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Fig. 19. Runtime scaling of dascot

However, our approach is flexible and can terminate more quickly by searching for fewer
iterations. In Fig. 20, we compare the solution quality and runtime of three routing algorithms:
dascot and dascot-randroute from our ablation study (the latter is abbreviated to rand in the
legend) and an intermediate configuration, limited, which performs 1/2 as many search iterations
as dascot. Benchmarks are sorted along the 𝑥-axis in ascending order with respect to limited. We
see that limited finds solutions with cost ratios near the midpoint between dascot-randroute
(2% better than dascot-randroute and 3% worse that dascot on average) while terminating 41%
faster than dascot on average.

RQ4 Summary: dascot can be applied to Bernstein-Vazirani circuits with up to 10,000 qubits
and QFT circuits up to 200. Additionally, applying a limited version of dascot decreases run
time by 41%, incurring a only a 3% cost in terms of solution quality.

7 Discussion and Related Work

Other allocation and disjoint paths problems. Surface code mapping and routing is an as-
signment of program variables to limited physical resources such that the runtime efficiency is
maximized, much like the classical problem of register allocation [14, 17, 48]. Disjoint paths prob-
lems like the constraints on a valid gate route have also been studied in other contexts including
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VLSI routing [2, 38] and all-optical networks [1, 5, 50]. Inspired by these applications, the study of
approximation algorithms for disjoint path problems is an active area with both hardness results
[3, 21] and approximation algorithms on planar and grid graphs [15, 16]. However, a distinguishing
feature of this particular disjoint path problem is the dependency between paths, forcing the routing
of certain pairs in a particular order.
NISQ qubitmapping and routing. Awide array of work has targeted the qubit mapping and cnot
routing problem for noisy intermediate-scale quantum (NISQ) computers without error-correction.
In the NISQ setting, cnot gates are only executable between qubits which are mapped to adjacent
vertices on the architecture graph. NISQ mapping and routing tools use swap gates to update
the qubit map, moving qubits to adjacent locations. The constraints of scmr are fundamentally
different: we can perform two qubit gates between any pair of qubits in constant time as long
as there is an appropriate routing path available. Nevertheless, we can leverage certain insights
developed in the NISQ setting. For example, our layered interaction graph approach for mapping
is an extension of NISQ algorithms those that construct qubit maps based on interaction graphs
[19, 57]. Also, our sat encoding for the optimal baseline shares structure with encodings of the
NISQ problem in sat, smt, or maxsat [42, 45, 53, 60, 63, 65], though the constraints describing
valid paths are unique to scmr and thus to our encoding.
Defect-braid routing. Some recent work in compilation for surface code quantum devices has
addressed similar problems to the surface code mapping and routing problem. Javadi-Abhari et al.
[33] identifies cnot contention as an important architectural design factor and develops heuristics
for mapping qubits and scheduling cnot gates implemented as defect braids. Autobraid [31] builds
on this work with a new algorithm for mapping that minimizes the number of large groups of cnot
gates with overlapping bounding boxes and a stack-based routing algorithm. However, neither
considers t gates, multiple architectures, or the constraints of lattice surgery cnot gates.
Autobraid includes a procedure for inserting swap operations to shuffle the qubit map when

a small proportion of front layer of gates can be routed in the same time step. In principle, such
shuffling can be incorporated into dascot. However, swap gates are expensive, decomposing into
three cnot gates of alternating orientation (the control of one cnot is the target of the next).
Because cnot gates of opposite orientation must be routed along different paths, swap gates occupy
many vertices and are in parallel with other gates. Thus, transitioning to a new mapping often has
a net negative effect as the added steps for swap gates outweighs the benefit of the new mapping.
Lattice surgery compilation. For the lattice surgery setting, LSC [62] provides a scalable frame-
work for translation of quantum gates to lattice surgery operations, but does not optimize the
mapping or routing solution. EDPC [8] considers a shortest-first routing algorithm, but assumes
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a given fixed map that places qubits in a “sparse” structure. None of the above work provides an
optimal solver for the compilation problem they address. Lao et al. [40] does solve a mapping and
routing problem optimally with integer linear programming, but this formulation does not permit
long-range cnot gates. LaSsynth [61] uses a sat solver to optimize lattice surgery representations
of small subroutines (5-20 qubits and 10-100 operations) at a lower level of abstraction.

An alternative proposed compilation pipeline serializes a circuit to a sequence of Pauli product
rotations [9, 43]. In this setting, TopQAD [55] applies an algorithm similar to LSC: performing
no mapping optimization and routing gates in a random order. The only difference between this
greedy routing algorithm and dascot-randroute is in the specifics of the routed operations.
Pauli product rotations are implemented via routing trees with an interacting qubit at each leaf,
rather than routing paths with an interacting qubit at each endpoint. However, sequential Pauli
compilation can lead to prohibitively high run times, converting a circuit with 𝑘 parallel operations
to a compiled circuit of depth 𝑘 [8].

8 Conclusions

In this paper, we have tackled the surface code mapping and routing problem, a critical problem
in compilation for emerging practical quantum computers. We developed an algorithm to deliver
high-quality solutions in reasonable time via simulated annealing and dependency-awareness. In
future work, we plan to extend our model and algorithms to capture a broader class of quantum
architectures. For example, we could support recent designs for heterogeneous multi-chip fault-
tolerant quantum architectures [58, 59]. The mapping and routing problem in this case is nuanced
because not all cnot gates are equivalent. A cross-chip cnot gate is possible, but more costly.

Data-Availability Statement

The software and benchmark suite that supports our evaluation in Section 6 is available in a public
archive [47]. This software artifact includes a Docker image packaging the source code for dascot
and the baseline algorithms, along with scripts for reproducing our empirical results and generating
plots matching those included in the paper.
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