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Abstract task of defining wind field parameters and small scale stochas-
tic turbulence parameters wherever the visual characteristics
This paper describes a new animation technique for modefi-the flow vary significantly. For simple scenes and homo-
ing the turbulent rotational motion that occurs when a hgeneous effects this leads to good results which can be easily
gas interacts with solid objects and the surrounding mediue@ntrolled. However, for scenes involving complex motion or
The method is especially useful for scenes involving swirlirgglot of interaction between a gas and other objects, it is al-
steam, rolling or billowing smoke, and gusting wind. It camostimpossible to manually create and control a natural look-
also model gas motion due to fans and heat convection. Thg animation. This is because the appearance of this kind of
method combines specialized forms of the equations of motihenomenais very sensitive to the behavior of the gas as a vol-
of a hot gas with an efficient method for solving volumetrigme. Rising steam, for example, is directed by the interaction
differential equations at low resolutions. Particular emphasgigd mixing between it and the surrounding air, as well as the
is given to issues of computational efficiency and ease-of-@s#vective flow field around static or moving objects. It would
of the method by an animator. We present the details of dg prohibitively difficult to model these effects by hand even
model, together with examples illustrating its use. using existing methods for defining stochastic turbulence and

Keywords: Animation, Convection, Gaseous Phenome minar wind fields. The best way to achieve realism would
Ga)é Simulations, Physics-Based Modeling, Steam Smj’%\e{o model these effects in a physically accurate way, but the
Turbulent Elow. . ! ! hods available to do so are inefficient, and tailored to com-

putational fluid mechanics rather than computer graphics.

Anotfher polpular rTb1ethod hlas beendto treat %a]ses as collec(:j—
i tions of particles. Ebert, Carlson, and Parent [3], Reeves an
1 Introduction Blau [11], and Stam and Fiume [17] reduced the complexity

. ._.of the gas volume modeling problem in this way by using
The turbulent motion of smoke and steam has always 'nSp'Eﬁgy‘?rete particles to represent gaseous motion. Particle sys-

interest amongst graphics researchers. The problem of ns are generally efficient, but have two inherent drawbacks.
eling the complex inter-rotational behavior that arises as gaggs; 5 real gas is a continuous medium: selecting particular
of different temperatures mix and interact with solid objectagions, and then estimating the interaction between them, can
is still an open one. This behavior forms the part of so ma.Eégd to unpredictable resuits for the animator. It is also un-
everyday scene(g, steam rising from street gratings) that igjear how interaction between volumes of gas is modeled us-
remﬁuns erl]n |m%ortant topic |In computer graphuﬁls. d ﬁg{;gforce.s between particles. Often, the rotational component
There ane €en severa pr?]\_/lous apprﬁ)ac esdto MOU€YfYuch interaction still needs to be added manually. Second,
gass m%t'gn or c??mpuéeT %rap ICS. \_Nejchert an Il-|aum most visually interesting gaseous behavior is due to the
[18] and Sims [13] modeled gases using the manual SUPerpRy that the gas being modeled is mixing with its surrounding
sition of deterministic wind fields. This gives an animator cophedium. This medium has not been modeled in the particle
trol over the flow in an animation by placing vortices and flowystem methods and so its effects can only be estimated. This
field components by hand. More random motion, due to turbify jead to visual simulations that have an unrealistic feel to
lence and diffusion, has proved amenable to spectral analygiem. Yaeger, Upson, and Myers [10] generated an excellent
Shinya and Fournier [15], Stam and Fiume [16], and Sakasimation of the surface of tKe planet Jupiter by building a
[12] define stochastic models of turbulent motion in Fourighicity field from a particle-based motion system. The re-
space, and then transform them to give periodic, chaotic loQits were very realistic, but the method does not generalize
ing vector fields that can be used to convect gas particles®knhree dimensions and cannot account for flow around ob-
interact with simple objects. . stacles. In addition, a Cray X-MP was required to achieve
These and similar approaches to modeling turbulent gagessonable computation times. A similar combination of vor-
require that the animator has micro-control over the behavt&_gé field and particle motion was used by Chigaal. [1] for
ofthe gas. They characterize the visual behavior of gases Wiiksir 2D simulations of flames and smoke. This technique does
out accurately modeling the physics-based components of gaferalize to three dimensions and handles laminar gas flow
0 Again, this puts responsibility on the animator to achieve re-
alism. These methods do show however, that the combination
of visual simulation and physics-based simulation can lead to
satisfying results for computer graphics.

In this paper we develop a new physics-based model specif-
ically designed to realistically animate the complex rotational
component of gaseous motion, effects due to regions of dif-
ferent temperature within a gas, and the interaction between
gases and other objects. This work directly addresses the prob-
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lem that no graphics models exist for the precise calculation ofin general, solving a nonlinear system throughout a 3D vol-
the turbulent, buoyant, or rotational motion that develops asime is much too time consuming for animation because any

gas interacts with itself and solid objects. In the past, defigtgorithm that does so accurately has a complexitpai®)
tion of this component of gas motion has been done via ad haf: However, the authors have recently shown that for com-
methods or left to the skill of the animator. The paper's maguter graphics, realistic looking results can be obtained in a
contribution is a method for the efficient animation of both th%asonaue amount of time if such a system is Suitab|y approx-
turbulent and swirling behavior of a three-dimensional volum@ated and solved at very low resolutions [5]. For a'gas this
of hot gas in an arbitrary environment. The model we haydone in two stages. First, we solve equations corresponding
developed accounts for convection, turbulence, vorticity apslthe two motion components in a voxel environment contain-
thermal buoyancy, and can also accurately model gas flow|Rg rectangular approximations to arbitrary static objects. This
around complex objects. This gives rise to a number of regjgnificantly reduces scene complexity, makes the application
istic effects that could not be modeled previously, such as k#thoundary conditions trivial, and yet keeps the basic struc-
steam being vented into a boiler room or the rolling smokgre of the objects intact allowing for interaction between them
cloud from an explosion. We show that not only is the premd the gas.” Second, the solution proceeds using a finite dif-
posed method accurate, it is also fast, straightforward, and egf@nce approximation scheme which preserves the turbulent
be used as a general graphics tool. Fast, because we use agfirotational component of gaseous motion even at very low
plified set of equations (compared to those used in the co@solution, making the scheme efficient and suitable for use
Pnugggﬁ;‘g'tﬁg'gegi);ggfg}?gcgersattrlgﬁg?mvmﬁgrgf%&%%%%aé%JQQ a general graphics tool. So even though the method is still
. y —3 . e | .
ary conditions are set automatically and can be used to mg rgg) we have reducedsignificantly (40-60 in the examples
ditferent types of objects (rough orsmooth for example). TheThe" resyit is a scheme that calculates the movement and

model is mathematically nontrivial, but we will show that it%ixin P ; : : :
- : ; " ; g of a gas within interesting environments in a visually
solution proceeds in relatively simple computational steps. and physically accurate way. The output from the system is a
pre-sampled, regular grid of time varying velocity or temper-
. ature values, which, when combined with massless particles,
2 Developing a gas model for computercan be rendered in a number of ways using popular volume
raphics density rendering methods.
grap For the following discussion of the method, we take a New-
tonian approach and treat finite regions in space as individual
Before trying to model a hot gas for computer graphics puwaseous elements. An element can vary in temperature and
poses, it is important to have some intuition for those factqseessure and allows gas to flow through it with arbitrary veloc-
that influence its motion. Consider as an example, an old fagh; but its position remains fixed. We now present the model
ioned steam engine venting a jet of hot gas from its boilessed to calculate the components of gaseous motion mentioned
A governing factor in the motion of the gas is the velocity #bove.
has when rushing into the surrounding air. As it mixes with
the slower moving air, the steam experiences drag (shealrjjl,s[ﬁ5 .
forces), and starts to rotate in some places. This rotation cal Convection and Drag
more mixing with the air, and results in the characteristic t
bulent swirling that we see when gases mix. A second i
portant factor that governs gas motion is temperature. As
steam is vented, it tends to rise. Hotter parts of the gas
more quickly than regions which have mixed with the cool
air. As the gasrises, it causes internal drag, and more turbul
rotation is produced. This effect is known as thermal buoy:
ancy. Turbulent motion is further exaggerated if the gas flo
around solid objects. At first the gas flows smoothly alo
the surface, but it eventually becomes chaotic as it mixes
the still air behind the object. Finally, even when conditio
are calm, diffusion due to molecular motion keeps the gas
constant motion.

In the next sections we derive a “customized” numeric
model for animating visually accurate gaseous behavior ba
on the motion components described above. We call the m
customized, because it incorporates only the physical elem
of gaseous flow that correspond to interesting visual effe
not those elements necessary for more scientific accuracy.
model is built around a physics-based framework, and achie
speed without sacrificing realism as follows.

he velocity of gas in an element is affected by a number of
gctors. First, it is pushed along, or convected, by its neigh-
s. Second, the gas is drawn into adjacent regions of greater
ocity (or lower pressure). This is called vorticity, or drag.
ird, the element is affected by forces such as gravity. In
e extreme gaseous phenomena there may also be motion
used by shock and pressure waves that arise because gas can
locally compressed. If, however, the class of effects that we
ntto model is restricted to day-to-day sub-sonic effects such
smoke from fires, steam from steam engines, and so on, then
terms due to the compressibility of the gas will have only
a minor effect on the overall motion. Therefore, we make a
implifying assumption that locally, the gas is incompressible.
thermore, we assume that motion due to molecular diffu-
is negligible relative to other effects. When these assump-
s are applied to the Navier-Stokes equations, which fully
cribe the forces acting within a gas, a reduced form can be
jved. For brevity the full equations are not reproduced here,
the reduced form, without compressive effects, or gravity
esis

A volume of gas is represented as a combination of a scalar ou
temperature field, a scalar pressure field, and a vector veloc- — =vO-(0Ou) — (u-O)ju—0Op, (1)
ity field. The motion of the gas is then broken down into two ot

components: 1) convection due to Newton’s laws of motion . . . :

and 2), rotation and swirling due to drag and thermal buc;j_\j)’here_D is the gradient operatau,is the velocity of the gas,
ancy. The rotational, buoyant, and convective component ﬁéhe inner product operator, apds the pressure of the gas.
gaseous motion are modeled by coupling a reduced form of tHéis equation models how the velocity of a gas changes over
Navier-Stokes equations with an equation for turbulent mixidigne depending on convectiou(- O)u), its pressure gradi-
due to temperature differences in a gas. This coupling pemt (dp), and drag ¢ (Ou)). It is(?enerally combined with
vides realistic rotational and chaotic motion for a hot gaseadt® continuity equation which models mass conservation and
volume. which is discussed later in this paper. Theoefficient is the



kinematic viscosity. Intuitively, small models a less viscous
gas in which rotational motion is more easily induced. Equa-
tion (1) models the convective and rotational velocity in our
customized gas.

2.2 Thermal Buoyancy

Forces due to thermal buoyancy also induce motion in a gas.
If a hot gaseous element is surrounded by cooler elements, the
gas will rise (or move against gravity in cases of interest to us).

We model this effect by defining a buoyant force on a gaseous
element, as

Fov=—Bav(To— Ti), (@) (@) (b)

wheregy is gravity in the vertical directiorf is the coefficient Figure 1: Using regular voxels to approximate (a) a scene con-
of thermal expansionl is an initial reference temperature (&aining solid objects and (b) the medium around those objects.
balmy 2&C for the examples in this paper), aifigis the aver-

age temperature on the boundary between a gaseous cell and

the one Izlibove it. Although simple, this equation seems to W(Eﬁka hot gas and takes into account arbitrary (approximated)
very well. .objects as well as animator-controlled special effects. In ad-
In order to use (2) to calculate buoyant forces, the eVOIUt'Hﬂion, the method can be solved over a coarse grid without

of temperature within the gas must also be modeled. Adjgsing any of the behavioral characteristics of the gas, making
cent elements exchange energy by straight convection (hot ﬂ‘?‘élativeK/ efficient for even complex scenes
flowing from one element to another) and also by small scale '

turbulent mixing through molecular collisions with adjacent

elements. Thus, the change in temperature of a gas over ti i i i i
can be characterized as a combination of the convection agr?g Modeling the Simulation Environment

diffusion of heat from adjacent regions. The differential equgy order to solve the gas motion equations so that they rep-
tion that governs this process is [14] resent the behavior of a gas in an animation environment, we
need to represent the scene in a meaningful way with respect
oT to the equations. We first approximate the scene as a series of
s AD-(0T) =0Ty, (3) cubic cells to reduce its complexity, and to form a grid upon
which we can define temperature, pressure, and velocity.

whereu is the velocity of the gadT is its temperature, andl A collection of solid 3D objects can be approximated as a
can be chosen to represent both turbulent and molecular 8ties of regular voxels that are axially aligned to a coordinate
fusion processes. The structural similarity between (1) apxftemxy.z (see Fig. la). If a portion of the medium (gas)
(3) should be apparent. The second term on the right descrigégounding the objects is likewise voxelized using the same
how temperature at a point changes due to convection, whe@@fdinate system, then the boundaries of the objects can be
the first term on the right takes into account changes in tefade to coincide with the faces of gas voxels (Fig. 1b). The
perature due to diffusion and turbulent mixing. By solving (3fsulting grid can be used to solve physics-based differential
for a volume of hot gas, it is possible to calculate the force &quations in an efficient and straightforward way [5].

a gaseous element due to thermal buoyancy using (2). Thi§onsider a single cell in this grid (Fig. 2). It can be iden-
force affects velocity and so can be added as a new term tot{figd by its position relative to the origin in the y, z, direc-

giving tions, ad, j, k, respectively. At the center of the cell, we define
variablesT; j « and p; j k to represent the average temperature
ou and average pressure within the cell. Likewise, in the center of
— =v0O-(Ou) — (u-0)u—Op+ Fpy. (4) each face of the cell we define a variable to represent the gas
ot velocity perpendicular to that face. This leads to the velocities

v,w shown in Fig. 2. Intuitively, cells ait j,k andi + 1,j,k

Il share the face velocitjai+1/2,j7k. Once the environment
over which we wish to calculate gas motion is discretized in
this way, it is possible to calculate, using (3) and (4), how the
temperature, pressu:e, and velocilty throuhghoutt e grid v(ary

ildi i i over time. By using linear interpolation, the temperature (or
3 Buﬂdlng a Useful Animation Tool velocity and pressure) at any point in the volume can be found.
from the Model As an example, the velocity of the gas at the center of the cell
can be found fronfu;_1/2 j k + Ui11/2,j k) /2.

To obtain realistic motion from a volume of gas, the govern-
ing equations must be solved over time in three dimensions.
The authors recently showed that for liquids, such volume cgl-2 Applying the Equations to the Grid
culations can be made with computational times and accuracy
acceptable for a computer animation application if the enwie solve (3) and (4) we recast them to a form that is applica-
ronment and equations are suitably approximated [5]. A silfite to the regular voxel grid, using a numerical method called
ilar method is used here to solve the gas motion equationsfidite differences. A differential term such as
voxel-based scene approximation is combined with a numer-
ical scheme known as finite differences. For (3) and (4), this aT
leads to a straightforward algorithm that solves for the motion EN

Equations (3) and (4) together provide us with a model for t
rotational and turbulent motion that makes the mixing of h
and cold regions of a gas so interesting to watch.



Using (8), the temperature at the center of ¢glk at time
t+ At can be found in terms of the temperatures at tirmead-

jacent cells T"*1 denotes the value df at timet + At, while

T", denotes the value at tinte It is simply a matter of plug-
ging in the old values of in order to find the new value. In

a similar way, (4) is also expanded as first and second order
differentials, written in terms of cell face velocities and cell
pressures, and then solved to fiq'q*& in terms oful’; , (see

Appendix A). Thus, to find how the velocity and temperature
change over a time intervat, (8) and (17) are applied simul-
taneously to each cell in the grid. Becadgds a constant, this
calculation involves only floating point multiplication and ad-
dition, making it reasonably efficient. The change in pressure

Figure 2: Numbering convention for a single cell in the voxd&@r & cell is calculated separately and is a fortunate side effect
grid. At is the side length for each face of the cell. of mass conservation which is described in the next section.

3.3 Ensuring Accuracy

is approximated using a Taylor series to give a new expressj[%n N N .
for the derivative, e approximation of the animation environment as regular

voxels is the main source of efficiency for our algorithm. The
oT 1 5 drawback, however, is that low resolution variable sampling
v — o T+ =T(y—h)+0(h%), (5) canintroduce error into the calculation. Because the free vari-
y ablesu andT are sampled at fixed positions in spdeapart,
whereh is the finite distance over which the derivative is bein%ﬁ error of ordelO(At?) is introduced intol andu when the
stn

taken, andD(h?) denotes that terms of order 2 or higher existinite difference approximation is applied to the voxels (the
Likewise, a second order derivative, O(h?) terms from (5) and (6)). For temperature this is not
significant, but foru it represents mass that has been created
0°T (or destroyed) as a side effect of the algorithm. This means
EXA that each cell in the scene acts as a small gas source or sink,
slightly altering the total mass of gas in a scene. To correct for
is written as this change in mass, we need to ensure that at any point in the
2 1 s?ene (fllmless we spehcifically Wantha sourcef?r sink), the mhass
-~ 2 of gas flowing in, is the same as the mass flowing out. This
a7 ~ R TN 2T +T =) +0M), ) can be characterized by a constraint equation that is actually
part of the Navier-Stokes equations,
whereh is as before. Ihis taken to bé\t, the grid width, then

for a single voxel, we approximate (6) such that ) . H-u=0. ) ) ,(9)
For a single grid cell, the left hand side of (9) is approximated
92T 1 using the Taylor series method, and rewritten in terms of the
EY Az Tiitk = 2Tk + T j-1k) grid variables, giving
1
using terms that correspond directly to variables on the vox-  (H-U)ijk = E[Ui+l/2,j,k*Ui—l/z,j,k+Vi,j+l/2,k
elized grid, and ignoring terms of order 2 or higheriiin Us- _ v Tw W ] (10)
ing this basic technique, (3) is first expanded as a series of first j=1/2k T k172 7 L k=120
and second order differential terms, where (0 - u); j x is the mass divergence at the center of the
2 2 2 cell. For mass to be conserved, this scalar field must be zero in
ar — (a_T + o°T + a_T) _0Tu_oTv_oTw (7) every cell. This requires a solution to the classic three dimen-
ot X2 ay?  0z2 ox oy 0z’ sional Poisson equation. The computational method described

_ ) _ by Harlow and Welch [8] was one of the earliest in print, and
and then completely rewritten in terms of the free variables giihough that approach is two-dimensional in scope, it can be

the finite grid, modified so that it is suitable for our gas model.
We define a potential fieldy, which is sampled at the center
™ = T+ AHA/BDITUL 5~ (TUR 12 of each grid cell and is initially zero everywhere. Then, for

every frame of animation, we iterate over the grid, updating

(Tv)in,j—l/Z,k - (Tv)ir:j+1/2,k + (TW)ir:j,k—l/Z according to

n

A
_ n ZyTh. ., —2T" n_. 2 1
(TW)I,J,k+1/2]+ATZ[(T'+1JJ< 2Tkt Tilajx) llJ.hT& = m{*(m'u)i,j,kJr F[wthrl,j,kaqurLl,j,k (11)
+ (T 2Tk + Tk Lljé ' g m ' W -y
W oWk W kW F el - o
(W~ 2Rt Tl ®) kT Bt ket T L
where(O-u); j x is given by (10). This field is considered to
where a term such a(Q’u)i”H/Zj « represents the temperatur@ave converged, i.e., the iteration stops, when, for every cellin
flow between cell§i, j,k) and(i + 1, j,k), and is calculated asthe 9rid,

n
Uiy1/2j

Wi 10l (12)
(TU1/2 k= — (T T w)-

h+1
W+ 1




For the examples given later in this papefs taken to be on St values Object Boundary Cell

the order of 104, and convergence is achieved in about 8-20 m\
iterations per frame. T /
After convergence, the field represents the relative dis- us o\
crepancy in mass between adjacent cells. By adjustiag- /(
cording to the gradient i), u can be made to satisfy (9) di- .
rectly [8]. The velocity components on the grid cell faces are / T
adjusted to correct for the divergence field by Object Boundary  UgP— ¢ °
/i T~ Gas Cell
1 ot Wirnjk— Wik .
Uiz = Yiri/zjk AT ) 0
llJ' i 741, X Calculated values
Loyl Tk Tk
hiF1/2k T 2k At Figure 3: Setting temperature and velocity conditions at the
Wl gt Wik Wik (13) boundary between a gas and an object.
i,jk+1/2 i,j.k+1/2 AT :
ntl o [ OpjectType Ju [v [T | Result |
The temperatureT; 7", need not be changed. This final stepRGLgR and TUo [0 | To | Lots ofturbulence close
makes the necessary small adjustments in the velocity field t@cky to the object
preserve mass and ensure that the calculation remains phySiencrete 0 0 | To | Some turbulence, objeqt
cally accurate. In addition, it can be shown that the gradient slows flow
in the pressure fieldy; j k, is equal to the gradientify; j k [8]. | Smooth Up | O | To | No turbulence, flow
Because (4) depends only on the gradierp,imwe can use the| Plastic unaffected
Y field directly when calculating gas motion, instead of calcy-Open Window| 0 | v | Tx | Gas can flow in or out
lating the pressure. depending oy andvy
Hot Fan 0 Ve | Ty I;l}ot gas is forced into
- the scene
3.3.1 Stability Steaming 0 |0 | Ty | Gascells nextto
An important issue with respect to accuracy is the numericai®uP boundary are heated

stability of the algorithm. Instability can occur when small os- ) ] »
cillations in the variables resonate and dominate the solutidable 1. Examples of different object boundary conditions. A
With the model we have described this can happen when sscripix represents a value chosen by the animator. A sub-
velocity of any part of the gas allows it to move further thagcript 0 means that the value is taken directly from the adjacent
AT in a single timestep. To ensure stability for an animatig®s cell (see Fig. 3).

with a maximum gas velocity dii|, the timestepit, must be

set according to, ] ]
faces that represent the radiator boundary. Tangentially how-

Atu] < AT (14) ever,we wantgasto flow freely along the surface. Therefore u,
is set equal to the external tangential velocigy lemperature
. C 1 flows freely from the radiator to the air, so the temperature,
For all the examples given in this paphirwas set t03,Se¢ T "within the boundary cell is set to the desired temperature
to achieve the standard animation framerate. This is an @fthe radiator. If a heating fan were being modeled instead
der of magnitude lower than the maximum stable timestep {§f a radiator, theru on the object cell faces would be set to
even the most violent of the examples shown. A further conghodel air flowing into the environment. For a standard ob-
tion for numerical stability is a necessary feature of the finitgtacle, such as a wall or table,s set to zero and is set to
difference method and it forces a lower bound on the kinematiie: ambient temperature. The pressure is more difficult to set
viscosity,v. Linear analysis has shown that for the Naviefith a desired effect in mind. Therefore the object pressure

Stokes equations, must satisfy [4] is simply set equal to the external gas pressure so that it has
no local effect on the flow. There are no restrictions on how
v > (At/2)maxu?,v2, w2 (15) boundary conditions can be set. Some examplas afd T

) for interesting effects are given in Table 1.
for the system to remain stable.

N _ 3.5 The Turbulent Gas Algorithm
3.4 Boundary Conditions for Special Effects The complete algorithm for animating turbulent gas has two

The regular voxel grid makes application of the gaseous ntages. The first involves decisions that need to be made by an
tion equations efficient and straightforward. It also makesagimator in order to create a particular effect. The steps the
easy to specify temperature, pressure, and velocity along @mator must take are:

edges of solid objects so that interaction between objects and g,qivi ; ; PP
p o . Subdivide the environment into regular voxels with side
gas can be modeled accurately. Such “boundary condition length AT. The environment neeg not be rectangular,

can also be used to specify special effects involving gas flow- :
ing into or out of the environment. Referring to Fig. 3, the gl?é/naeraangement Is acceptable as long as voxel faces are

application of the finite difference forms of (3) and (4) to the

gas cell may require grid values from an adjacent object cell2, Select boundary conditions for velocity and temperature

These values are set automatically depending on the type of similar to those in Table 1.

material or object that the cell represents. ) ] ) ) .
For example, a hot radiator cannot allow gas to pass througB. Consider viscosity, thermal expansion, and molecular dif-

it, so the velocityy, (v in the 2D figure) is set to zero for cell fusion, and set, 3, andA accordingly (1/1Q\t or higher



for little visible turbulence, 1/100t or lower for greater | Figure | Cell Calc. Time Render Time
swirling). Resolution| (s/frame) | cycles| (M/frame)
" 4 60x35x60 15.0 8 23
4. Determinet from the minimum ofg5 of a second and g 28@8;228 %gg %g ig
the largest stable timestep given by (14) and (15). - 60XBOXA5 290 20 14

After the parameters for the animation have been chosen, the

automatic part of the process proceeds as follows: Table 2: The calculation and rendering times for each of the

5. Apply boundary conditions to the sides of objects Chgib:mples. Cell resolution is approximate because the scenes

sen to simulate fans, heaters, sources, or sinks. Set
boundary velocity of other objects to zero, and set inte-
rior temperatures to the ambient temperature.

e not rectangular. Cells that play only a small part in the
ion of the gas are not used.

| Figure [ v [At [ A ] [umaxm/s]|
6. Use the finite difference approximations of (3) and (4) to 7 000571005704 0.15
update the temperature and velocity; x andui j x, for ’ 5 0.0021 0.1 | 1.0 0.35
each cell (making use aff instead of pressure). 6 0.002| 0.1 | 1.0 0.50
| 7 0.01 | 1.0 |35 3.4

7. Use (10) to find the divergence fiel(d) - u), for the gas

to conserve mass. Table 3: Parameters used to calculate each of the examples. In

8. Wh_il:ce_ t(?e iteration convergence condition, (12), is né@ch case the thermal expansion coefficigntyas 10°3.
satisfied,

e Sweep the grid, calculating the relaxation adju

ment.y, for each cell using (12), S[t2]. For each pixel in an image, a viewing ray is cast through

the density volume to find the effective opacity of the parti-
cle cloud as seen from the viewer. If desired, the ray can be
subdivided, and for each subdivision, a ray is cast through the
10. Goto step 5 volume towards each light source. This significantly increases
' ’ the cost of rendering, but it does allow for smoke and steam to
This algorithm has been implemented on an SGI Indig&g!f shadow and to fall under the shadow of other objects. This

workstation using a simple interface to allow an animator {gchnique has been implemented as a volume shader for use
define obstacles, heat or steam sources and sinks, as we\[@' the BMRT implementation of the RenderMan Standard

moving fans, and to include them in an animation. his shader was used for all the examples in this paper. It
should be noted that the particle representation of suspended

matter also makes the method ideal for rendering using Stam
and Fiume’s warped blobs [17].

9. Update the cell face velocities, x, using (13).

3.6 Rendering

There have been many approaches to rendering gaseous phe-

nomena presented in recent years. A good discussion of thgm Results

can be found in [17] and is not repeated here. To best illustrate

the contributions of this paper, a rendering method involvi i< baper has shown that the motion of a hot aas can be accu-
su%pen((jjed particles has (kj)een gsed' Masslesshpe}rtmllez ar 'ﬁn'? cglculated using an efficient Iow-resolug[ion technique.
tr]9|_ uhcte hntot_a sceneban byse tot{eprgsent L te g ca det @e following examples we illustrate the kind of rotational

of light-reflecting (or absorbing) matter. Once introduced, tion and gas/object interaction that is well suited to the
particles are convected using the velocity field calculated fr

: P : : thod. All of the examples were calculated on an SGI In-
gi‘:r)]élgep(fg?ggﬁc;?rg%s't'on of a partidieatx, over a single digo2 with 64 Mb of memory. Table 2 gives the calculation

times for each example, the approximate resolution of the en-
vironment, and the rendering time for a single image. Table
3 gives more specific information about each example includ-
. o L . ing the width of each cell, tha andv coefficients, and the
whereuy is found from the particle’s position in the grid Usy 2 vimum gas velocity in the example
ing linear interpolation. The particles themselves can be In- '
troduced as part of a boundary condition (proportionallto
or u for example) or distributed however the animator wishegteam Valve
The particles have no effect on the calculated motion, they are
just used for rendering purposes to visualize how the densftye images shown in Fig. 5 demonstrate the interaction of
of smoke or steam changes as the gas medium moves.  hot steam with solid objects. The voxel version of this en-
For each frame of animation, the instantaneous distributigifonment is shown in Fig. 1. The steam is forced into the
of particles is used as a density map for use with a volume remvironment by setting boffi andu boundary conditions on a
derer. There is no straightforward physics-based way to det of voxels representing a pressure release valve. The input
termine what density volume each particle represents or hgfocity is 03m/s, and the steam temperature is°80 This
many particles to use. This is dictated by the particular ¢é-consistent with steam being vented from a boiler. The result
fect the animator wants ?Ots of very dense particles for smakahe billowing effect of the cloud of steam. In the animation,
from burning tires, very few for smoke from a candle flamepurbulence builds up just in front of the nozzle as the steam is
The general formula for the examples shown here is to set egghted at high velocity.
particle to represent/B0" of the volume of a single cell, and The same environmental conditions were also used to ani-
adjust its density according to the desired effect. The volummate the interaction of steam from three separate valves. Three
renderer used is similar to that described by Ebert and Parfeames from this animation are shown in Fig. 6. The rotation

Xt = X+ Atug,



rotational motion at a resolution lower than or equal to the
grid resolution. From the examples shown, good effects can
be achieved, but this means that grid resolution has to be in-
creased to get finer motion within an existing scene. If we
double the resolution and halve to get the same sized en-
vironment, we also have to halve the timestaf,so that the
system remains stable (from (14) and (15)). This is an inher-
ent problem with finite differences. It could be compensated
for by using a multi-resolution grid which would impose less
of an overhead than using a higher resolution everywhere, but
that is left as a topic for future work.

b A second limitation of a finite difference grid is that cell ori-
(@) (b) entation can affect the results. A gas jet oriented so that it trav-

. ) N Is diagonally through the cubic cells will tend to exhibit more
Figure 4: a) A voxel approximation of the SIGGRAPH 9giffusionthan if it were moving parallel to an axis. In general,

logo. b) Smoke flowing smoothly around the approximatiQijfterences due to such diffusion is not significant (see Fig. 6),

following the contours of the original shape. but it is something that can often be avoided by selecting grid
orientation based on desired gas motion rather than objects in

] o the static environment.

caused by the cooling and mixing of the gas can be seen clearljt is also desirable to integrate the gas model with other com-

in the full sequence. In both of the valve cases massless patiter graphics techniques so that dynamic objects can interact

cles were introduced at an average rate of 2600 with a gas. There is some discussion about how an iterative
relaxation step like thglt described in Sec. 3.?Icandbe used to
incorporate moving objects into animations of liquids in Fos-

Smoke Stack ter and Metaxas [6] and Metaxas [9]. The methods used there

Figure 7 shows three frames from an animation of smoke f¥€ @IS0 applicable to the algorithm described in this paper,
ing from a chimney on a hot day. The boundary cells on tihough that has not been explored in any detail.
left of the grid are set to model a light wind of aboutrizs

that occasionally gusts up ton¥s. We set the wind velocity :
to evolve according to the rac:g/om-walk expression 6 Concludlng Remarks

u{,‘v+1 =0.98ul), + 0.24At @(t), Numerous techniques exist for animating hot gases for com-
puter graphics. Nearly all of them concentrate on achieving

wheregis a random number generator in the range [-1,1]. TRevisual approximation to the characteristic motion of a gas
value ofu,, is clamped to lie in the range [2,3]. The constatjhile getting as high a frame rate as possible. This sacri-
coefficients have no physical significance, they are just pardff€s rotational and turbulent motion and often requires the
eters that have worked well for previous simulations. Thaflimator to micro-control the flow. In this paper we have
wind is allowed to exit freely from the other end of the gri@resented a new, alternative approach that models different
using the open window boundary condition from Table 2. THgales of gas motion directly. This method accurately animates
light wind sets up unstable conditions at the top of the towgaseous phenomena involving hot and cold gases, turbulent
causing the looping and swirling of the smoke as it moves. THew around solid obstacles, and thermal buoyancy, while leav-
smoke leaves the chimney aB@n/swith a boundary temper- N9 €nough freedom for the animator to produce many differ-
ature of 46C. From Tablé 2 it can be seen that nearly twic@t €ffects. The model is physics-based and achieves efficient
as manyy iterations are required per frame. This is becaus@Mmputational speeds by using a combination of scene ap-

the gusting windfield has a large componentin every cell, s(prxmation and low resolution volume calculation. We have
takes longer for (12) to converge. shown that even at these low resolutions, the characteristics of

complex motion in the model are retained, and that exciting
results can be obtained.
SIGGRAPH Logo

The final animation demonstrates that despite the low resotu-
tion voxel approximation, flow around complex objects can(#eJ Acknowledgements

accurately represented by our model. Figure 4a shows a voxel ) ) _ ) _
representation of the SIGGRAPH 97 logo, and Fig. 4b shoWwbanks to Larry Gritz for his advice on volume rendering with
a frame from a sequence depicting smoke rising smootfRT. This research is supported by ARPA DAMD17-94-J-
through it. The velocity along the boundary of the logo is s4#86, an NSF Career Award, National Library of Medicine
to zero to prevent smoke drifting into the artificial corners crél01LM-43551, and a 1997 ONR Young Investigator Award.
ated by the approximation. When the smoke is released just

beneath the symbol (with a temperature ofGpit flows over

the object and conforms fairly closely to the original boundarA  Finite Difference Form of the Mo-
tion Equations

5 Discussion of Limitations The full expansion of (4) into first and second order derivatives
is straightforward. Considering just tlievelocity component

The technique described in this paper derives efficiency toy brevity, results in the following expression.

solving accurate equations at a low resolution. This is a com-

promise to try and preserve realism, and as such, it comes du

: uy ar erve 0°u 0°u d%u_ 0¥ duv duw ap
with some limitations. Primarily, the method can only resolve 5 32 -

e tazTar) ax oy oz ox 1O



The finite difference scheme outlined in section 3.2 is then api5] Shinya, M., and Fournier, A., “Stochastic Motion - Motion Un-
plied, (replacingp with @) giving the expression used to up-
date theu; ;1,2 j « face velocity for celi, j k,

2 2 [16]

1

U1k = Wzt AH /BT[] 07 = (Ul i)

HU) Y12 o172k — W12 172k + (UWh1/2 ko1
2

—(UW) 12 kral  VBT) (U g0k — 2010k

n n n n
FUL 172k T Yity2 41k — 212,k T Yit2j-1k

(17]

[18]
n n n
FUL 12 j ka1 — 2172k T U2, ke1)

1
v Wk~ W0} 17)

where values that aren’t defined on the grid are found by aver-
aging as before.
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Figure 5: An animation of steam discharge into a boiler room.

Figure 6: Steam from three nozzles converges to cause vorticity and turbulence.

Figure 7: Turbulent smoke rolls out of a chimney into a light, gusting wind.



