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Transaction priority is a critical feature for real-world database systems. Under high contention, certain classes of transactions should be given a higher chance to commit than others. Such a prioritization mechanism is commonly implemented in locking-based concurrency control protocols as some lock scheduling mechanisms, but it is rarely supported in the world of optimistic concurrency control.

We present Polaris, an optimistic concurrency control protocol that supports multiple priority levels. To enforce priority, Polaris introduces a minimal amount of pessimism through a lightweight reservation mechanism. The protocol is fully optimistic among transactions within the same priority level and preserves the high throughput advantage of optimistic protocols. Our evaluation with YCSB workload shows that Polaris can make the p999 tail latency of high-priority transactions 13× lower than that of low-priority ones. With an abort-aware priority assignment policy, Polaris can deliver 1.9× higher throughput and 17× lower tail latency compared to Silo for high-contention workloads.
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1 INTRODUCTION

It is critical to support multiple priority levels among transactions in an online transaction processing (OLTP) database management system (DBMS). A DBMS uses this mechanism to prioritize certain classes of transactions over others. For example, user-initiated transactions should be prioritized over background system tasks; different priorities can be assigned to user requests based on importance and urgency. Priority is also useful for reducing the tail latency of transactions. In particular, transactions that have been aborted several times should be prioritized in subsequent executions to avoid starvation. As an important mechanism, priority has been supported in multiple practical DBMSs including Microsoft SQL Server [2], CockroachDB [4, 25], Oracle Berkeley DB [23], among others.
Recent research on transactions has made tremendous progress in optimizing optimistic concurrency control (OCC) protocols and demonstrated substantially higher throughput over conventional designs [17, 20, 27, 29, 30, 34]. However, existing OCC protocols lack general support for setting priority levels, which makes them difficult to be applied to many practical application scenarios. Furthermore, the lack of a priority mechanism can lead to high tail latency due to repeated aborts of transactions [3] in a high-contention workload (e.g., a long transaction being constantly aborted by short writing transactions). This is undesirable in practical systems, where the tail latency is usually as important as throughput.

Enforcing priority is inherently challenging in OCC where conflict detection happens only in the validation phase after execution. Certain pessimism (e.g., locking or preemption) is required to support priority. We make the key observation that only a minimal level of pessimism is required in OCC to enforce priority while still maintaining the performance advantage of optimism and avoiding the overhead in typical pessimistic protocols like lock thrashing [33].

In this paper, we develop Polar, a new concurrency control protocol that extends the widely used Silo [27] protocol to support priority levels. Polar introduces a lightweight mechanism called reservation to enforce priority. Among transactions within the same priority level, the protocol is fully optimistic following Silo. When a high-priority transaction reserves a record, a low-priority transaction cannot write to the record (like in a pessimistic protocol) but can still read the record (like in an optimistic protocol). A reserved record can be preempted by another transaction with an even higher priority.

We evaluate Polar using an open-source DBMS testbed, DBx1000 [32]. We tested two use cases of the priority mechanism. In the case when transactions are statically assigned different priority levels, we observe that high-priority transactions’ p999 tail latency is 13× lower than low-priority transactions’. In the second use case, we increment the priority level for transactions that experience repeated aborts, thereby reducing the chance of further aborts. This can reduce the tail latency of YCSB-A benchmark ($\theta = 0.99$) by 2× compared to Silo with only a 1.8% throughput degradation. On the workload with even higher contention (YCSB-A, $\theta = 1.5$), Polar delivers 1.9× higher throughput and 17× lower p999 tail latency compared to Silo.

Overall, the paper makes the following contributions:

- We present Polar, an OCC protocol with transaction priority support.
- We formally prove the correctness of Polar in terms of serializability and liveness.
- We evaluate Polar against workloads with a variety of contention levels. We show that Polar successfully enforces priority levels and can reduce tail latency with minimal impact on throughput.

The rest of the paper is organized as follows. Section 2 presents the motivation of transaction priority and related background. Section 3 describes Polar algorithm in detail. Section 4 formally proves serializability and liveness of Polar. Section 5 evaluates Polar against other concurrency control protocols over various workloads. Section 6 covers the related work. Section 7 concludes the paper.

2 BACKGROUND AND MOTIVATION

Database system users may need to prioritize some critical transactions over others so that the critical ones will take precedence when conflicts occur. For example, a transaction that suffers from excessive aborts should be given a higher priority so that the user would not observe high latency.

Concurrency control protocols play an important role in realizing transaction prioritization. Two-phase locking (2PL) and optimistic concurrency control (OCC) are two popular classes of
concurrent control protocols. We describe these two classes of protocols, identify their support for transaction priority, and illustrate our motivation.

**Two-Phase Locking.** Locking is a widely used concurrency control mechanism that prevents conflicting transactions from accessing the same data. Two-phase locking (2PL) is one catalog of locking-based approaches that provides serializability. The transaction execution is divided into a growing phase and a shrinking phase, where a transaction can only acquire new locks in the growing phase and release locks in the shrinking phase. 2PL schemes can be further classified based on how they deal with deadlock.

For a deadlock-detection scheme, when a deadlock is found, a victim transaction is chosen and aborted to break the deadlock. If users have specified transactions’ priority, the lowest-priority one will be chosen as the victim.

No-Wait, Wait-Die, and Wound-Wait are three common deadlock-prevention schemes. Under the No-Wait variant of 2PL, when a transaction encounters a conflict (i.e., lock acquisition denied), it aborts itself without any waiting. Under the Wait-Die scheme, every transaction receives a unique timestamp before execution, and a smaller timestamp indicates higher priority. If a transaction requests a lock but gets denied, it puts itself in the lock wait queue if it has higher priority than the lock holder. Otherwise, it must abort to avoid deadlock. This is a non-preemptive protocol. Lastly, under the Wound-Wait scheme, every transaction also has a timestamp-based priority. In the case of a conflict, if the requesting transaction has higher priority, it preempts the lock and aborts the locker holder. Otherwise, it puts itself in the lock’s wait queue.

In practice, many lock-based DBMSs expose interfaces for users to specify transaction priority levels, including Oracle Berkeley DB [23], Microsoft SQL Server [2], and CockroachDB [4, 25]. Although Wait-Die and Wound-Wait schemes may not allow users to set the priority level, they internally use timestamp values to prioritize transactions upon conflicts.

**Optimistic Concurrency Control.** Another class of concurrency control protocols that ensure serializability is optimistic concurrency control (OCC) [18]. With the assumption that contention is rare, OCC postpones conflict detection to the end of transaction execution. More specifically, OCC tracks the records it reads and keeps the updates to local copies during the execution. After the execution, it enters a global critical section, in which it verifies whether the execution is serializable. If yes, it commits the transaction and publishes all the updates. Otherwise, it gets aborted. OCC has the advantage that it avoids the locking overhead and does not require complicated deadlock prevention or detection mechanism. However, its global critical section hurts the overall scalability.

Silo [27] is a highly optimized modern OCC protocol that eliminates the global critical section. In Silo, every record maintains a 64-bit transaction ID (TID), which encodes its data version number and a latch bit. During the execution, a transaction keeps all updates to its local copies and maintains a read-set and a write-set to track the records it accesses. In the validation phase, a transaction first acquires the latches of all records in its write-set and then validates that the data versions of all records in its read-set remain unchanged. If the validation passes, the transaction proceeds to commit. It chooses a new data version that is larger than those of all records in the write-set. Then it publishes the updates previously kept in its local buffers and applies the new data version with the latch released.

Transaction priority support in OCC-based databases is rare. FoundationDB [36], an OCC-based distributed transactional NoSQL database, provides interfaces to set transactions’ priority as “batch” (low) or “immediate” (high) [24]. However, this configuration only affects the transactions’ behavior under admission control (throttled or bypassing queuing control), but not on the concurrency control level. We consider this mechanism orthogonal to the problem we are investigating.
Starvation Freedom and Tail-Latency. Some workloads are latency-sensitive. For example, large-scale online services fan out requests to worker servers and collect responses. Servers must respond within a certain time limit to keep services responsive [7]. To prevent indefinitely-growing latency, concurrency control protocols should ensure the execution of transactions is starvation-free.

Wound-Wait and Wait-Die are starvation-free. Wound-Wait scheme keeps an invariant that when a lock conflict occurs, the oldest transaction always wins the lock. The current lock holder will be aborted if an older transaction requests the lock. In the worst case, a repeatedly aborted transaction will become the oldest transaction in the system and eventually acquire all the locks it wants. Under Wait-Die scheme, only transactions older than the lock holder can wait for the lock, which guarantees the lock queue won’t grow indefinitely as more new transactions arrive.

In contrast, OCC does not provide starvation freedom. OCC postpones conflict detection to the commit phase, so there is no guarantee that the transaction can pass validation and commit. If a record in the read-set keeps being modified by other transactions, the current transaction may be aborted indefinitely. Figure 1 shows the tail-latency and throughput results of Silo and three 2PL variants under high contention environment. While Silo achieves higher throughput, it bears higher p999 latency than Wound-Wait and Wait-Die. The gap grows even larger when comparing p9999 latency.

Our goal is to get the benefit of both worlds: building priority support on top of OCC, so that some critical transactions (e.g., latency-sensitive) could benefit from prioritization while the system still has high overall throughput.

3 POLARIS ALGORITHM

A key reason that OCC protocols do not have built-in priority is that they delay conflict detection to the commit phase [18, 27]. Although such lazy validation leads to higher throughput, it also poses a challenge in protecting a high-priority transaction from being aborted by a low-priority transaction that commits first.

Polaris resolves this problem by introducing a minimal amount of pessimism back into an OCC protocol, such that priority can be enforced but throughput does not severely degrade. Polaris introduces a notion of reservation: a high-priority transaction could reserve a record so that subsequent low-priority transactions will not be able to write to this record; a high-priority transaction could invalidate an earlier low-priority transaction’s reservation as a preemption. With reservations, a high-priority transaction is guaranteed to be neither stopped by an earlier low-priority transaction nor aborted by a later one.
The reservation mechanism is very lightweight compared to locking used in pessimistic protocols. First, reads are never blocked by reservation, because a low-priority transaction’s reading won’t lead to a high-priority transaction’s abort. Second, transactions within the same priority level are still operating in an optimistic manner, which can largely preserve the high throughput advantage of OCC protocols.

In the rest of this section, we discuss how to incorporate the idea into an optimistic concurrency control protocol. Our protocol is primarily based on Silo [27], but we believe the idea can be generalized to other OCC protocols as well. We will first show the per-record data structure used in Polaris and then walk through the three phases of transaction processing.

### 3.1 Data Structure: Transaction ID

Silo [27] introduces a per-record Transaction ID (TID), which contains a data version and a latch bit. We extend TID to include three extra fields: priority, priority version, and reference counter. To simplify the discussion, we assume all these fields could fit into a 64-bit word for now, so that it could be updated atomically using a single CPU instruction. We defer more extensive discussion on how many bits each field should take to Section 3.6.

The data version and latch bit work as the ones in Silo [27]. The data version indicates whether a record’s data has been updated. The latch bit guards the record data for a short window during the commit phase. If a transaction reads the TID twice and finds the data versions are the same and latch bits are both unset, it knows for sure that the record data is in a consistent state and has no change between two TID reads, even if other fields of the TID have changed.

A reservation on a record is identified by two TID fields: priority and priority version. In Polaris, a record can be reserved by multiple transactions with the same priority but not cross-priority. We call these transactions “reservees.” The priority field in the TID indicates the priority of reservees. Reservations on the record can be removed by resetting the priority field to zero\(^1\) and incrementing the priority version. The field reference counter indicates the number of such reservees accessing this record. It is used to decide when a reservation should be removed.

### 3.2 Execution Phase

In this section, we first walk through the high-level access protocol (Algorithm 1) and then zoom into the reservation operation (Algorithm 2). The access protocol is similar to that in Silo [27], so we highlight the additional code path introduced by Polaris in Algorithm 1.

**Access Protocol.** Each transaction gets assigned a priority before the execution starts. During the execution, the transaction remembers every record it reads (read-set) and writes (write-set). These two sets will be used in the later commit phase for validation. For simplicity, we assume all writes are read-modify-writes, so records in the write-set are also in the read-set. For every record the transaction reads, it makes a local copy; all writes are applied to local copies.

When the transaction reads a record, it spins if the record’s TID has the latch bit set (Algorithm 1, lines 2–4). A set latch bit means another commit-phase transaction may be updating the record so that the record data can be in an inconsistent state. If the record is not locked, the transaction attempts to reserve this record (line 5) using its own priority. The details of the try_reserve function will be explained later. Note that this function is the key addition in Polaris compared to Silo when a transaction accesses a record — Silo would proceed with no consideration of priority.

The transaction then proceeds to make a local copy of the record (line 6). To ensure it reads a consistent record value and TID, it uses an atomic compare-and-swap to verify the record TID is still the same as the one it reads earlier (line 7). If this is true, it applies the new TID that contains

\(^1\)In this paper, we use a larger priority number to represent a higher priority level; priority zero is the lowest level.
Algorithm 1: Record Access Protocol

Data: transaction priority $tx.prio$, record $r$, read-set $R$, write-set $W$, access type $is_write$

1. do
   1. do
      2. tid = r.tid  // atomic load
   3. while tid.latch == LOCKED
      4. new_tid, is_reserved = try_reserve(tid, $tx.prio$, $is_write$
      5. r_local_copy = r.copy()
   6. while !compare_and_swap(r.tid, tid, new_tid)
   7. $R.$add($r$, is_reserved, new_tid)
   8. if $is_write$ then
      9. $W.$add($r$
   10. return $r_local_copy$

Algorithm 2: Reservation Protocol

Data: transaction priority $tx.prio$, a copy of record TID $tid$, access type $is_write$

1. function try_reserve($tid$, $tx.prio$, $is_write$
   2. new_tid = tid
   3. if tid.prio == $tx.prio$ then
      4. new_tid.ref_cnt++
      5. is_reserved = true
   6. else if tid.prio < $tx.prio$ then
      7. /* preempt from low-priority transactions */
      8. new_tid.prio = $tx.prio$
      9. new_tid.ref_cnt = 1
     10. is_reserved = true
   11. else
      12. /* reserved by high-priority transactions */
      13. if $is_write$ then
         14. ABORT()
      15. is_reserved = false
   16. return new_tid, is_reserved

the reservation. Otherwise, it needs to redo the access protocol. The compare-and-swap instruction uses an acquire-release fence. On the x86 platform, this memory fence is only a compiler fence to prevent instruction reordering optimization.

For every record it reads, the transaction adds the record’s TID to its read-set. It also remembers whether it has placed a reservation on the record, which will be used in the later reservation cleanup protocol (line 8).

Reservation Protocol. The goal of the reservation protocol is to ensure that a low-priority transaction does not abort a high-priority transaction. We use the following simple case to illustrate the idea. Consider a high-priority transaction $A$ and a low-priority transaction $B$ both access a record: 1) If $A$ has read the record but has not committed, $B$ should not write to the record, as that
Algorithm 3: Commit Protocol

Data: transaction priority \( tx.prio \), read-set \( R \), write-set \( W \)

1. for \( r \) in \( \text{sorted}(W) \) do
   2. do
      3. \( \text{tid} = r.\text{tid} \) // atomic load
      4. if \( \text{tid.prio} > tx.prio \) or \( \text{tid.latch} == \text{LOCKED} \) then
         5. \( \text{ABORT}() \)
         6. \( \text{locked_tid} = \text{tid} \)
         7. \( \text{locked_tid.latch} = \text{LOCKED} \)
      8. while !\( \text{compare_and_swap}(r.\text{tid}, \text{tid}, \text{locked_tid}) \)
   9. for \( r, \text{is_reserved}, \text{tid} \) in \( R \) do
      10. \( \text{curr_tid} = r.\text{tid} \) // atomic load
      11. if \( \text{curr_tid.latch} == \text{LOCKED} \) and \( r \) not in \( W \) then
         12. \( \text{ABORT}() \) // locked by another transaction
      13. if \( \text{curr_tid.data_ver} != \text{tid.data_ver} \) then
         14. \( \text{ABORT}() \) // data has been updated
         15. new_data_ver = \( W.\text{max_data_ver}() + 1 \)
      16. for \( r \) in \( W \) do
         17. \( r.\text{install_write}() \)
         18. \( \text{tid} = r.\text{tid} \) // atomic load
         19. new_tid = \( \text{cleanup_write}(\text{tid}, \text{new_data_ver}) \)
         20. \( r.\text{tid} = \text{new_tid} \) // atomic store
      21. for \( r, \text{is_reserved}, \text{old_tid} \) in \( R \) do
      22. if \( r \) not in \( W \) and \( \text{is_reserved} \) then
         23. do
            24. \( \text{tid} = r.\text{tid} \) // atomic load
            25. new_tid = \( \text{cleanup_read}(\text{tid}, tx.prio, \text{old_tid.prio_ver}) \)
            26. if \( \text{new_tid} == \text{tid} \) then
               27. \( \text{break} \) // no cleanup needed
         28. while !\( \text{compare_and_swap}(r.\text{tid}, \text{tid}, \text{new_tid}) \)

would cause A to abort. 2) If B has read the record but has not committed, A must still be able to ignore B and proceed to read/write/commit. Based on this intuition, we describe the reservation protocol in Algorithm 2.

If the record’s priority is the same as the requesting transaction’s, then earlier same-priority transactions (or no transaction) have already reserved this record. The current transaction can become a reservee by simply incrementing the reference counter (Algorithm 2, lines 3–5).

If the record has a lower priority, this means some low-priority transactions (or no transaction) have reserved this record, and the current transaction should preempt the record from them by setting the record’s priority to its own priority and the reference counter to one (lines 6–9).

If the record has a higher priority, this means some higher-priority transactions have reserved this record, so the current transaction cannot write to the record. If the current transaction only requires reading the record, it could still proceed without reservation, hoping to commit before those high-priority transactions making any updates; if it requires writing, it must abort (lines 10–13).
3.3 Commit Phase

When the execution finishes, the transaction enters the commit phase. In this phase, it validates that 1) its execution is serializable with respect to other transactions and 2) its commit will not cause a higher-priority transaction to abort. The pseudo-code of the commit protocol is shown in Algorithm 3. We highlight the code path where Polaris differs from Silo [27].

For every record in the write-set, the transaction tries to acquire the latch (lines 1–8). It checks its priority is equal to or higher than that of the record. If not, it must abort since some high-priority transactions have reserved the record. It also aborts if the latch bit is already set. Note the latch acquisition must be done in sorted order to avoid deadlock.

For every record in the read-set, the transaction validates the record is not being locked and its data version is the same as the one it saw in the execution phase; otherwise, it must abort (lines 9–14). If the record is being locked, it means another transaction that wants to write to this record is in the commit phase, and the data may have been updated. Note that the transaction only checks the data version (with the latch bit) but not the priority-related fields, since the data version is the ground truth of whether the record data has been updated. The priority-related fields are only used for permission checking.

If all validations pass, the transaction designates a data version number that is larger than the data version numbers of all records in its write-set (line 15). For each record in the write-set, it publishes the write it previously made to its local copy (line 17) and then performs reservation cleanup, which returns a new TID for the record (lines 18–20). We defer the detailed discussion of reservation cleanup to Section 3.4. Similarly, it performs the corresponding cleanup for every read-only record (lines 21–28). Note for every record in the write-set, applying new TID only needs an atomic store instruction, instead of compare-and-swap, because the record has been locked by setting the latch bit. With the latch bit set, no other transaction can update the TID, regardless of priority (as shown in Algorithm 1, lines 2–4).

3.4 Reservation Cleanup

After a transaction commits or aborts, it must perform a cleanup to release the reservations made during the execution, so that lower-priority transactions could proceed. The pseudo-code of the reservation cleanup protocol is shown in Algorithm 4, which returns a new TID for each record.

For a read-only record, the transaction verifies whether its reservation is still in the TID. It can happen that its reservation has already been invalidated, e.g., preempted by a higher-priority transaction, so it does not need to release the reservation itself (Algorithm 4, lines 2–5). If the reservation is still in the TID, the transaction decrements the reference counter; if the counter reaches zero, it resets the TID to the lowest priority and increments the priority version by one (lines 6–10). This cleanup is applicable for both a commit and an abort.

Every record in the write-set will receive a new data version in the case of a commit. The transaction must remove all the reservations on the record because the data has been changed, and reservations are no longer meaningful (lines 13–17). If the transaction aborts before acquiring the latch, the cleanup operation is the same as cleanup_read. If the latch has been acquired, the cleanup protocol is the same as cleanup_write, except the parameter new_data_ver is still the current data version of this record. Note in this case, even though the data is unchanged, the reservations must still be removed, because other reservees who have seen the record locked will assume their reservations would be removed and do not perform cleanup themselves (lines 2–3).
Algorithm 4: Reservation Cleanup Protocol

Data: a copy of record TID \( tid \), transaction priority \( tx.prio \), previously seen priority version of the record \( prio._ver \), new data version for commit \( new\_data\_ver \)

1. function cleanup_read(\( tid, tx.prio, prio._ver \)):
   2. if \( tid.latch == \text{LOCKED} \) then
   3. \( \text{return } tid \) // no cleanup needed
   4. if \( tid.prio != tx.prio \) or \( tid.prio._ver != prio._ver \) then
   5. \( \text{return } tid \) // no cleanup needed
   6. new\_tid = tid
   7. new\_tid.ref\_cnt--
   8. if new\_tid.ref\_cnt == 0 then
   9. new\_tid.prio = 0
   10. new\_tid.prio._ver++
   11. \( \text{return } new\_tid \)

12. function cleanup_write(\( tid, new\_data\_ver \)):
   13. new\_tid.data\_ver = new\_data\_ver
   14. new\_tid.latch = \text{UNLOCKED}
   15. new\_tid.prio = 0
   16. new\_tid.prio._ver = tid.prio._ver + 1
   17. new\_tid.ref\_cnt = 0
   18. \( \text{return } new\_tid \)

3.5 Optimization

The idea of the reservation is to protect high-priority transactions from being aborted by low-priority transactions. However, for transactions in the lowest priority level, such a reservation is not necessary at all. Thus, in the reservation protocol (Algorithm 2), if both the record’s priority and the transaction’s priority are zero, the protocol could simply not increment the reference counter and return false for \( \text{is}\_reserved \).

This optimization is extremely helpful because it avoids a shared-memory write and saves the cost of cache invalidation on other cores. In the case that every transaction is in the lowest priority level, Polaris will fall back to Silo with almost no performance overhead.

3.6 Discussion

Fields Size in TID. The algorithm described above assumes all five fields of TID can fit into a single 64-bit word. We now discuss how many bits these fields should take. In our implementation, we use 10 bits for \textit{reference counter}, 4 bits for \textit{priority}, 4 bits for \textit{priority version}, 1 bit for \textit{latch}, and the rest 45 bits for \textit{data version}.

The number of bits that the \textit{reference counter} should take depends on the maximum worker concurrency in the system. For a machine with fewer than a thousand cores, 10 bits are enough. Alternatively, a transaction could simply skip the reservation if the reference counter has already reached the maximum. The 4-bit \textit{priority} field can support 16 levels of priority, which is sufficient for most use cases. The \textit{priority version} does not need too many bits, either. The priority version is designed for a transaction to identify whether its reservation is still in the TID, so two distinct reservations only need priority versions to be different but do not have to be monotonic increasing. Furthermore, if a wrap-around happens, it may cause a transaction \( A \) to falsely believe its reservation...
is still in the TID and decrement the reference counter. This could lead to an early removal of the reservation while another same-priority transaction B is still using the record. However, this does not affect serializability at all (note data version is the only guard for serializability) and the consequence is merely a priority inversion (i.e. a transaction C with lower priority than A and B may write to the record and cause B to abort). Since it is rare and does not affect serializability, we do not worry too much about the wrap-around issue. In our implementation, we additionally check that the reference counter is larger than zero before decrementing it (Algorithm 4, line 7) to ensure it won’t underflow.

**Priority Assignment Policy.** Polaris focuses on the mechanism to enforce the given transaction priorities. It is yet interesting to determine how these priorities should be assigned. In a real-world system, there can be two sources of priorities: either users’ input or some priority assignment policy within the database.

The DB-assigned priority is similar to the priority used in Wound-Wait and Wait-Die variants of 2PL protocols, where an older transaction can have a higher priority and thus, more chance to commit. Such a priority assignment policy can provide starvation freedom and lower tail latency.

We observed that too many high-priority transactions can hurt the overall throughput because a high-priority transaction’s reservation of records would prevent low-priority transactions that attempt to write to those records, which leads to more aborts of low-priority transactions. Moreover, high-priority transactions cannot benefit from the lowest-priority optimization described in Section 3.5. We present a quantitative measurement of such effects in Section 5.2.

Empirically, we find the following policy works well: every transaction starts with its initial priority \( p_0 \) until it has been aborted \( t \) times; after the abort counter reaches the threshold \( t \), the transaction increments priority by 1 for every \( s \) aborts. Formally, a transaction’s priority is

\[
p = \begin{cases} p_0, & \text{if } abort\_cnt < t \\ p_0 + \lfloor (abort\_cnt - t)/s \rfloor, & \text{otherwise} \end{cases}
\]

User-specified priority can be combined with DB-assigned priority. For example, the user could specify one high-priority transaction A and two low-priority transactions B and C. A should always be prioritized over B and C; between B and C, they can follow the database priority assignment policy. We will show an example case in Section 5.3.

**Logging and Durability.** Polaris focuses on transaction prioritization in a concurrency control protocol, which is mostly orthogonal to durability. The system can be made durable by applying the durability constructs described in Silo [27]. Silo encodes an epoch number and a sequence number in its data version number. This can also be applied to Polaris. More sophisticated logging schemes are possible but beyond the scope of this paper.

**Read/Write Intention in Reservation.** The current design of reservation only encodes priority-related information but does not specify whether the reservation is intended for reading or writing. It is possible to use one bit in TID to encode such intention, which enables more fine-grained control of conflict handling policy, e.g., early detection of a write-write conflict at reservation time. This is not a foundational design choice for Polaris, and we do not include it in the main algorithm for simplicity.

### 3.7 Extensions

We then discuss the potential extension of Polaris, including application in distributed systems and support for lower isolation levels.
Application in Distributed Databases. Polaris is applicable to distributed databases, where concurrency happens among multiple machines. TID is per-record, so the machine that stores the record is also responsible for managing its TID. There is no centralized logic that requires additional coordination in a distributed context. Locking the write-set at the commit phase could piggyback over the two-phase commit protocol as in other distributed OCC (e.g., Sundial [35]).

Support for Lower Isolation Levels. The isolation levels that Polaris can support depend on the underlying concurrency control protocol. The current design of Polaris is based on Silo, and it mostly inherits the isolation levels that Silo can support.

In particular, read committed isolation allows read operations to happen at different timestamps as long as the data read is committed. Silo can support read committed isolation by only validating records in the write-set. Such support is similar in Polaris but with additional accommodation for the reservation protocol: the transaction only reserves the record if it intends to write (Algorithm 2) and in the validation phase, it only traverses through the write-set instead of the read-set (Algorithm 3, line 9).

4 FORMAL PROOF

In this section, we prove the correctness of Polaris in terms of serializability and liveness. For simplicity, we consider a re-executed transaction as a new transaction; we assume there is no user-initiated abort. We say a transaction becomes active when it starts execution; it turns inactive when it finishes the commit phase with reservation cleanup. In what follows, we present and prove three theorems.

Theorem 4.1. Transactions are serializable in Polaris. One equivalent serialization order is the real-time order of the moments when committed transactions acquire all the latches for write-sets.

Theorem 4.2. When there is no transaction active, every record’s priority is zero.

Theorem 4.3. A transaction will not be aborted if it is the only active highest-priority transaction.

4.1 Serializability

Proof of Theorem 4.1

Proof. An aborted transaction will never publish its writes, so no other transaction will see uncommitted data. Let $T_1$ and $T_2$ be two transactions that commit, $t_1$ be the timestamp of $T_1$ having all the latches acquired for its write-set, $t_2$ be that of $T_2$, and $t_1 < t_2$.

We first show $T_2$ must see every record $T_1$ writes. This is trivially true if $T_1$’s write-set is disjointed with $T_2$’s read-set; we then consider cases where there is a record $r^*$ that is in both $T_1$’s write-set and $T_2$’s read-set. Suppose $r^*$ is locked by $T_1$ at $t^*_1$ and not released until $T_1$ commits and finishes publishing the updated $r^*$. Since $T_1$ has acquired latches of all records in the write-set at $t_1$, we know $t^*_1 \leq t_1 < t_2$. According to Algorithm 3, the validation of the read-set (lines 9–14) is done after the latch acquisition (lines 1–8). When $T_2$ performs validation on $r^*$, it must be after $t_2$ and then also after $t^*_1$. During the validation, a record being locked by another transaction will lead to an abort (lines 11–12), so $T_2$’s validation on $r^*$ must happen after the latch on $r^*$ being released, at which point $T_1$ has published the updated $r^*$. Then $T_2$ must see $T_1$’s write on $r^*$, otherwise, the validation will fail due to data version mismatch (lines 13–14).

We then show that $T_1$ must not see any record $T_2$ writes. $T_1$ reads the records (in the execution phase) before $t_1$ (in the commit phase), so it is also before $t_2$. $T_2$ does not publish its write before $t_2$, so the data $T_1$ read must not contain anything written by $T_2$. □
4.2 Liveness

We first formally define a reservee as below.

Definition 4.4. A transaction becomes a reservee of a record \( r \) when it successfully reserves \( r \). It stops being a reservee when either 1) it finishes the reservation cleanup on \( r \), or 2) the priority or the priority version of \( r \) change, whichever comes first.

Note the identity as a reservee is automatically revoked when the record is preempted by a higher-priority transaction, even though the current transaction may not notice immediately. We then introduce Lemmas 4.5 and 4.6 before the proof of the theorems.

Lemma 4.5. A record \( r \)'s priority is never higher than the highest priority of transactions active in the system.

Proof. A record \( r \) can only be in one of the three possible states: 1) unlocked and at priority zero; 2) unlocked and at non-zero priority; 3) locked. All records start with state 1, and the lemma holds trivially for state 1. We then show that the lemma still holds during the state transition.

The record transitions from state 1 to state 2 if and only if a transaction \( T \) with priority \( p > 0 \) reserves the record. According to Algorithm 2, lines 3–4 and 6–8 and Algorithm 4, lines 4–7, the following invariant of state 2 always holds: the reference counter in \( r \) is equal to the number of reservees of the record \( r \). When the reference counter is not zero, there is at least one reservee; according to Definition 4.4, the record’s priority is the same as the reservee. The lemma holds. When the reference counter becomes zero, Algorithm 4, lines 8–9 guarantee this will trigger the transition from state 2 to state 1, and the lemma still holds.

The record transitions from state 2 to state 3 if and only if a transaction \( T \) locks the record, according to Algorithm 3, line 7. At this point, the record’s priority must be no higher than \( T \)'s; otherwise, the latch acquisition will be denied by lines 4–5. When \( T \) finishes the cleanup phase and becomes inactive, the record transitions from state 3 to state 1, according to Algorithm 4, lines 14–15. The lemma still holds.

Finally, the record transitions from state 1 to state 3 if and only if a zero-priority transaction \( T \) locks the record. In this case, the priority of the record will remain zero. The lemma still holds.  \( \square \)

Lemma 4.6. If a transaction \( T_1 \) has higher priority than \( T_2 \), then for every record \( r \) of which \( T_1 \) is a reservee, \( T_2 \) cannot write to \( r \).

Proof. The access protocol ensures the latch was not set when \( T_1 \) first read and reserved \( r \) (Algorithm 1, lines 2–5). After \( T_1 \) has reserved \( r \), \( T_2 \) cannot acquire the latch on \( r \), as that will be denied by Algorithm 3, lines 4–5. However, \( T_2 \) must acquire \( r \)'s latch first (Algorithm 3, lines 1–8) before it can commit and apply write to \( r \) (line 17), so \( T_2 \) cannot write to \( r \).  \( \square \)

Proof of Theorem 4.2

Proof. Consider a moment when there is no active transaction in the system; the goal is to show that all records at this moment have priority zero. Suppose at this moment, we start a trivial zero-priority transaction \( T_{\text{trivial}} \) that does not read or write any record. According to Lemma 4.5, all records must not have a priority higher than \( T_{\text{trivial}} \), so they must all have priority zero.  \( \square \)

Proof of Theorem 4.3

Proof. There are four paths that can lead to abort: 1) fail to reserve a record for writing (Algorithm 2, line 12); 2) fail to acquire the latch of a record in the write-set (Algorithm 3, line 5); 3) in commit-phase validation, a record in the read-set is locked by another transaction (Algorithm 3,
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line 12); 4) in commit-phase validation, a record’s data version number is found changed (Algo-
rithm 3, line 14). Let transaction \( T_{\text{high}} \) be the only highest-priority transaction. Let \( T_{\text{low}} \) be a random transaction, which must have lower priority than \( T_{\text{high}} \). We then show that none of these four paths can lead to \( T_{\text{high}} \) being aborted.

Since \( T_{\text{high}} \) has the highest priority, whenever it wants to access a record, it will always make a reservation successfully: according to Lemma 4.5, it will always reach either line 3’s or line 6’s branch in Algorithm 2 and never reach the abort path 1 (lines 10–12). We have shown in Lemma 4.6 that \( T_{\text{low}} \) cannot acquire the latch for every record of which \( T_{\text{high}} \) is a reservee. Combined with Lemma 4.5, \( T_{\text{high}} \) will not be aborted through paths 2 and 3. The data version of a record can only be changed between \( T_{\text{high}} \)’s read in the execution phase and its validation in the commit phase if there is a transaction \( T_{\text{low}} \) that has committed and written to the record, as shown in Algorithm 3, lines 16–20. Lemma 4.6 shows this cannot happen, so \( T_{\text{high}} \) will not be aborted through path 4.

\( \square \)

5 EXPERIMENTAL EVALUATION

We present our evaluation of Polaris with two use cases: DB-assigned priority and user-specified priority. In our evaluations, we would like to answer the following questions:

- In the case of DB-assigned priority, how should the database assign priority to reduce tail latency while keeping high throughput?
- With a proper priority assignment policy, can Polaris deliver high throughput and low tail latency under various workloads?
- In the case of user-specified priority, can Polaris distinguish high-priority transactions from low-priority transactions well?

5.1 Experimental Setup

We implemented Polaris on top of DBx1000 OLTP DBMS [10, 11, 32, 33], a multi-threaded, shared-everything in-memory database system that stores data in a row-oriented manner with hash table indexes. DBx1000 has several concurrency control protocols implemented, which enables fair comparison between them on the same codebase. The source code of Polaris is publicly available [31].

For experiments in Sections 5.3 and 5.4, we evaluated three 2PL protocols and two OCC protocols:

1. **NO-WAIT**: The No-Wait variant of 2PL protocols where a transaction aborts immediately if its lock acquisition is denied due to contention.
2. **WAIT-DIE**: The Wait-Die variant of 2PL protocols where a transaction only waits for a lock if it is older than the lock holder and aborts itself if younger.
3. **WOUND-WAIT**: The Wound-Wait variant of 2PL where a transaction preempts the lock if it is older than the lock holder and waits if younger.
4. **SILO**: A state-of-art OCC protocol [27].
5. **POLARIS**: Our OCC protocol with priority support.

An alternative approach to support priority is through batching: the system executes a batch of transactions but delays their commits to a batch-commit phase; in the batch-commit phase, the system resolves conflicts by aborting the ones with lower priority. To compare Polaris with such a batching-based approach, we implemented Aria [21] on DBx1000. In Aria, each transaction is pre-assigned a sequence number, whose order represents the serial execution order, and a lower sequence number is analogous to a higher priority. Our implementation includes the reordering optimization described in Aria [21]. The comparison between Polaris and the batching-based priority is covered in Section 5.5.

DBx1000 implements the stored procedure of Yahoo! Cloud Serving Benchmark (YCSB) [5] and TPC-C benchmarks [6]. In YCSB, transactions are randomly generated from a Zipfian distribution.
with a tunable parameter \( \theta \); each transaction accesses 16 records in a 100-million-record table. We use two workloads: YCSB-A consists of 50% read and 50% write transactions, and YCSB-C is read-only. TPC-C is a widely used standard OLTP benchmark, and DBx1000 only implements the \textit{Payment} and \textit{NewOrder} transactions. TPC-C contains 5% of user-initiated transaction aborts and contains nine types of tables with a tunable number of warehouses.

We ran experiments on a CloudLab c6420 machine [9], which has two sixteen-core 2.6 GHz Intel Xeon Gold 6142 processors and 384 GB of ECC DDR4-2666 memory, running on Ubuntu 20.04. With hyperthreading enabled, the machine has 64 logical cores in total.

In our experiments, each database worker thread was pinned to a logical core. We used `numactl --interleave all` to allocate memory between NUMA nodes in a round-robin manner. Whenever a transaction is aborted, it is re-executed after a random back-off time within 1 us. We have tuned the system and found this back-off time yields good overall performance. The exception is Aria, which places aborted transactions into the next batch and does not perform back-off. For Wait-Die, Wound-Wait, and Aria, we do not allocate a new timestamp/sequence number for re-execution, so the re-executed transaction will have higher priority than the newly arrived ones. We collected each transaction’s latency as the time elapsed between the start of its first execution and the end of its commit; the time spent in aborted execution is included in the latency.

### 5.2 Priority Sensitivity Analysis

We quantitatively evaluate the impact of introducing high-priority transactions with YCSB-A workload \((\theta = 0.99, r = 50\%, w = 50\%)\) with 64 threads. In this experiment, every transaction is assigned a binary priority (high/low) before its first execution, and this priority does not change during the life cycle of this transaction. We use priority 0 for low-priority transactions so that they can benefit from the lowest-priority optimization. The priority assignment is uniformly random, and we vary the ratio of high-priority transactions. The result is shown in Figure 2.

When there are only low-priority transactions, Polaris behaves exactly like Silo, and its throughput is 516 Ktxn/s. When there are 5% of high-priority transactions, the overall throughput drops by 6% (483 Ktxn/s); when there are 10% high-priority transactions, the throughput drops by 11% (459 Ktxn/s). The overall throughput reaches its lower bound (313 Ktxn/s) when 70% of transactions are high-priority, making the rest of 30% transactions difficult to commit. The throughput goes up when every transaction is high-priority (346 Ktxn/s). However, this is still lower than the case when every transaction is low-priority because high-priority transactions cannot benefit from the lowest-priority optimization — they frequently write to TIDs, triggering cache coherence traffic, which is costly in the case of 64 threads.
Fig. 3. Throughput and p999 tail latency over a spectrum of thread numbers; latency distribution in the cases of 16 and 64 threads (YCSB-A, $r = 50\%$, $w = 50\%$, $\theta = 0.99$).

From the above measurement, we draw a key takeaway: when the database has the flexibility to assign priority, it should leave the majority of transactions at priority zero and only assign non-zero priority to a small number of transactions when necessary. A typical example is the transactions that have been aborted multiple times and could result in high tail latency. Since only a small fraction of transactions has non-zero priority, assigning them high priority will have a limited impact on the throughput, but could significantly reduce the tail latency.

For the rest of the evaluation, we use the priority assignment policy described in Section 3.6 with $p_0 = 0$, $t = 8$, $s = 3$ for DB-assigned priority. Namely, a transaction will remain at priority 0 until it has been aborted 11 times; then its priority is incremented by one for every three aborts. Though there is a large space to tune the priority assignment policy, we find this simple policy already works well enough.

### 5.3 YCSB Results

We first evaluate Polaris with DB-assigned priority against YCSB over a spectrum of thread numbers and access distribution skewness. Then, we consider the case where the user specifies the priority.

**Varying Number of Threads (Read/Write-Mix).** Figure 3 shows the throughput and p999 tail latency of five concurrency control protocols over a spectrum of thread numbers with YCSB-A workload ($\theta = 0.99$); we further zoom into the latency CDF in the cases of 16 threads and 64 threads.

Up to 32 threads, Polaris behaves similarly to Silo, both in terms of throughput and p999 tail latency. At 32 threads, only 0.12% of transactions in Polaris have been aborted 11 times or more and get prioritized, which explains its similar performance to Silo’s.

However, when there are more threads, Silo’s p999 tail latency grows almost linear with the thread number, while Polaris will prioritize more transactions at the tail to bound the tail latency. At 64 threads, the throughput of Polaris is only 1.8% lower than Silo’s, but its p999 tail latency is half of Silo’s; 2.5% of transactions in Polaris commit with priority 1 and 0.01% commit with
priority 2; this can also be seen from the latency distribution graph where Silo and Polaris diverge at around p98. Wound-Wait has the lowest tail latency as it strictly follows the priority based on timestamps. Wait-Die also uses timestamp-based priority, but its lock scheduling mechanism is not friendly to the tail latency. Whenever a transaction commits and is deciding whom to grant the lock next, Wait-Die has to maintain the invariant that the waiting transactions have higher priority than the lock holder, so it will grant the lock to the youngest waiting transaction and leave older transactions waiting.

In terms of the median (p50) latency, Silo, Polaris, and No-Wait perform better than Wound-Wait and Wait-Die, because the major contributor to the median latency is waiting instead of aborts.

Varying Number of Threads (Read-Only). Figure 4 demonstrates the performance of five concurrency control protocols with the read-only YCSB-C workload ($\theta = 0.99$). Since there is no abort, all transactions in Polaris remain in the lowest priority. As a result, Polaris and Silo have similar performance, and both scale well. In contrast, three 2PL variants do not scale, as lock acquisition requires a write operation to shared memory, which will trigger expensive cache coherence protocol to invalidate cache on other cores.

Varying Data Access Distribution. We then compare five concurrency control protocols at 64 threads over a spectrum of access distribution skewness with YCSB-A. Figure 5 shows the cases from low contention to high, where a larger Zipfian $\theta$ value implies a more skewed distribution. When contention is low, all protocols perform well but OCC variants perform slightly better. When contention is high, we found that Silo is much less resistant to the growing skewness. All three 2PL variants have stable throughput and tail latency when $\theta$ grows from 1.3 to 1.5, while Silo suffers from a dramatic throughput drop and a tail latency increase. For Polaris under $\theta = 1.5$, we observe the transaction at p999 tail has been aborted 28 times and commits with priority 6. Around 91%
of transactions eventually commit with non-zero priority. In such a case with high contention, Polaris behaves more like 2PL, and priority makes it more resistant to skewness. As a result, Polaris delivers $1.9 \times$ higher throughput and $17 \times$ lower tail latency compared to Silo.

**User-Specified Priority.** To evaluate the capability of Polaris handling priorities provided by users, we conduct an experiment with the following settings on Silo, Polaris with static priority (Polaris-SP), and Polaris default: 1) We make 5% of the transactions (from uniform random distribution) have high priority and the rest have low. 2) For Polaris with static priority, we assign high-priority transactions with priority 8 and low-priority transactions with priority 0; such a priority does not change during the life cycle of these transactions. 3) For Polaris default, we use the priority assignment policy described in Section 5.2 but $p_0 = 8$ for high priority and $p_0 = 0$ for low; we further
restrict the low-priority transaction to have the maximum priority at 7, so that the user-specified priority will always be respected.

The latency distribution and overall throughput are shown in Figure 6. Both Polaris-SP and Polaris default can make 99.99% high-priority transactions commit within 3 aborts and thus, have p9999 latency lower than 0.2 ms. The low-priority transactions in Polaris-SP have slightly higher tail latency (3.0 ms) than transactions in Silo (2.6 ms) because they behave like those in Silo but can additionally be aborted by high-priority transactions. With DB-assigned priority enabled, Polaris can even bound the tail latency of low-priority transactions within 1 ms. With a significant improvement in tail latency, Polaris delivers throughput that is comparable to Silo and Polaris-PS (only 8.6% and 5.1% lower, respectively).

5.4 TPC-C Results
We then evaluate the five concurrency control protocols using the TPC-C workload under two different contention levels by using 1 and 64 warehouses.

**Varying Number of Threads at High Contention.** Figure 7 shows the performance with TPC-C workload with 1 warehouse. Both Silo and Polaris deliver high throughput (1.6×–1.8× compared to Wound-Wait) at 64 threads. Polaris could bound the p999 tail latency within 1.0 ms, while Silo’s p999 tail latency reaches 4.9 ms.

The tail latency of Silo and Polaris diverge early at 16 threads. At 16 threads, Polaris has 21% lower p999 tail latency, but its throughput is almost the same as Silo. Both Silo and Polaris have 0.48% of transactions aborts 11 times or more. Polaris starts to prioritize those transactions, so most of them can commit at their next re-execution; only 0.0021% of transactions have been aborted 12 times or more. In contrast, 0.33% of transactions in Silo have been aborted 12 times or more; the transaction at the p999 tail is aborted 15 times and the one at the p9999 tail is aborted 21 times.
The throughput of Silo and Polaris diverge at 56 threads. At 56 threads, 12% of transactions in Polaris have non-zero priority; at 64 threads, 18% of transactions have non-zero priority. The throughput of Polaris is 10% lower than Silo’s, but still significantly better than 2PL variants.

**Varying Number of Threads at Low Contention.** Figure 8 demonstrates the case where contention is low (TPC-C with 64 warehouses). All protocols scale well with the number of threads, but Silo and Polaris still deliver higher throughput and lower tail latency than 2PL variants.

### 5.5 Comparison with Batching

We now compare the performance of Polaris with Aria, a batching-based deterministic concurrency control protocol that can express the priority of a transaction through its serial execution order in the batch. The results are shown in Figures 9 and 10. Legend "Aria-X" indicates each thread executes X transactions in a batch. We term X as “per-thread batch size.” For example, Aria-2 at 64 threads means each thread executes two transactions in a batch, so there are 128 transactions executed in total within a batch. We say the batch size is 128 and the per-thread batch size is 2.

**Varying Number of Threads at High Contention.** Figure 9 shows the performance of Polaris and Aria with YCSB-A workload ($\theta = 0.99$). Under this workload, Aria does not perform well due to high abort rates: within a batch, a record can only be written by one transaction and read by transactions with serial orders before the writer; every transaction after the writer must be aborted. When contention is high, a large number of transactions would be aborted because they fail to read or write some hot records. Larger batch sizes can exacerbate such a high abort rate issue, which explains the throughput drop when the thread number and the per-thread batch size increase.

A large per-thread batch size hurts median latency because transactions that finish execution cannot commit immediately but have to wait until the batch-commit phase. It also increases the
Fig. 9. Throughput and p999 tail latency over a spectrum of thread numbers; latency distribution in the cases of 16 and 64 threads (YCSB-A, $r = 50\%, w = 50\%, \theta = 0.99$).

Fig. 10. Throughput and p999 tail latency over a spectrum of thread numbers; latency distribution in the cases of 16 and 64 threads (YCSB-A, $r = 50\%, w = 50\%, \theta = 0.5$).
cost of each abort, as re-execution has to wait until the next batch. When the abort rate is high, this further results in high tail latency.

**Varying Number of Threads at Low Contention.** Figure 10 shows the results with YCSB-A workload ($\theta = 0.5$). When contention is low, a large batch size in Aria does not suffer from the high abort rate. The major factor that affects throughput is the global barriers across all threads. Each batch contains one barrier for the execution phase and another for the commit phase. A larger per-thread batch size reduces the frequency of barriers and thus, yields better throughput.

We observe Aria has fluctuating p999 tail latency when there are more than 32 threads at $\theta = 0.5$. Under this workload, only $< 0.08\%$ of transactions have experienced aborts, so the transaction at p999 tail commits at its first execution. We think it is the large batch sizes that amplify noise (e.g., one slow transaction causes all transactions in the batch to wait) and lead to fluctuation.

6 RELATED WORK

In this section, we describe some previous work on transaction priority and hybrid concurrency control protocols.

**Transaction Priority.** The support for transaction priority in OCC has been studied in real-time databases [1, 12, 13, 15], where each transaction has a deadline, and an earlier deadline implies a higher priority. Haritsa et al. [12] present a few priority-aware OCC variants. Built on top of the original OCC [18], these variants require a global critical section for validation and global visibility of each transaction’s read-set and write-set, which can hurt scalability. Polaris differs from this work by embedding the priority-related conflict detection into each record, which avoids global operations and data structures.

Ding et al. [8] propose to use transaction batching and reordering to enable priority in OCC. By delaying the decision of transaction serialization order within a batch, a validator can reorder transactions to give certain ones a better chance to commit. However, this approach introduces non-trivial overhead for searching reordering schemes, and batching can hurt median latency.

Hybrid Transactional and Analytical Processing (HTAP) databases are systems that serve both transactional and analytical queries. To prevent one type of workload from starving due to the others, existing HTAP systems [14, 16, 19, 22] typically use MVCC. Though Polaris can also achieve such starvation prevention through priority, it targets transactional workload and is not designed as a counterpart to the existing HTAP systems.

**Hybrid Concurrency Control.** Combining 2PL and OCC to get the best of both worlds is not a nascent idea. A classical approach is to dynamically switch between concurrency control protocols based on the workload. MOCC [29] dynamically partitions records, and each partition can be managed by either OCC or 2PL. MOCC uses OCC by default to obtain high throughput but can switch to a No-Wait variant 2PL once hot spots are detected in the partition. Similarly, CormCC [26] presents a framework to dynamically switch between multiple concurrency control protocols. Polyjuice [28] focuses on decomposing a transaction into smaller actions. It dynamically chooses the optimal variant for each action with learning-based techniques and allows optional validations after each read/write access to avoid wasting work.

Plor [3] is recent work that integrates optimism into Wound-Wait. In Plor, read operations are mostly optimistic; a write lock only blocks readers when the owner enters the commit phase. Such optimism brings the benefit of higher throughput while preserving the low tail latency of Wound-Wait. Polaris differs from Plor in two aspects: 1) Polaris is a lightweight add-on to OCC and generally applicable to many OCC protocols, while Plor makes deeper changes and functions as a standalone protocol. 2) Polaris is based on OCC with minimal pessimism, and thus, inherits the
advantages of reducing shared-memory write; Plor is based on Wound-Wait with added optimism, but it does not avoid lock acquisition overhead.

7 CONCLUSION

In this paper, we present Polaris, a new optimistic concurrency control protocol that supports multiple priority levels. Polaris introduces a lightweight reservation mechanism to enforce priority. Transactions within the same priority level can proceed in a fully optimistic way. A low-priority transaction cannot write to a record reserved by a high-priority transaction, but it can read it as in OCC protocols. A high-priority transaction can preempt records reserved by low-priority transactions. With a minimal amount of pessimism, Polaris preserves the throughput advantage of OCC, while enabling the powerful feature of transaction priority.
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