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ABSTRACT

In this paper, we present the design, implementation techniques, and initial performance evaluation of
Gamma. Gamma is a new relational database machine that exploits dataflow query processing techniques. Gamma
is a fully operational prototype consisting of 20 VAX 11/750 computers. The design of Gamma is based on what
we learned from building our earlier multiprocessor database machine prototype (DIRECT) and several years of
subsequent research on the problems raised by the DIRECT prototype.

In addition to demonstrating that parallelism can really be made to work in a database machine context,
the Gamma prototype shows how parallelism can be controlled with minimal control overhead through a combina-
tion of the use of algorithms based on hashing and the pipelining of data between processes. Except for 2 messages
to initiate each operator of a query tree and 1 message when the operator terminates, the execution of a query is
entirely self-scheduling.



1. Introduction

While the database machine field has been a very active area of research for the last 10 years, only a hand-

ful of research prototypes [OZKA75, LEIL78, DEWI79a, STON79 HELL81, SU82, GARD83, FISH84, KAKU85,

DEMU86] and three commercial products [TERA83, UBEL85, IDM85] have ever been built. None have demon-

strated that a highly parallel relational database machine can actually be constructed. Of the commercial products

the most successful one (the IDM500) does not exploit parallelism in any form. Why is this so? First, it is obvi-

ously much easier to develop a new database machine on paper than it is to turn the idea into a working prototype

that can be measured and evaluated. Second, most academic researchers simply do not have sufficient funding to

develop their ideas into something that works.1 Third, since IBM has not endorsed the concept of a database

machine there has been limited interest on the part of the major computer vendors to develop such a product.

Two recent events may, however, have radically changed the commercial outlook for database machines.

First, a research project to develop a database machine has begun at the IBM Almaden Research Center. Second,

the Japanese 5th generation project [MURA83] which is based on the establishment of a highly parallel database

machine spurred the development of an intelligent database machine project at MCC. Since most major computer

vendors (except IBM) are members of the database program at MCC, one can expect to see a number of new

machines emerge in the next 5-10 years. One member company has already begun the design of a highly parallel

database machine.

In this paper, we present the design of Gamma, a new relational database machine that exploits dataflow

query processing techniques. Gamma is a fully operational prototype whose design is based on what we learned

from building our earlier multiprocessor database machine prototype (DIRECT) and several years of subsequent

research on the problems raised by the DIRECT prototype. Our evaluation of DIRECT [BITT83] showed a number

of major flaws in its design. First, for certain types of queries, DIRECT’s performance was severely constrained by

its limited I/O bandwidth. This problem was exaggerated by the fact that DIRECT attempted to use parallelism as a

substitute for indexing. When one looks at indices from the viewpoint of I/O bandwidth and CPU resources, what

an index provides is a mechanism to avoid searching a large piece of the database to answer certain types of queries.

With I/O bandwidth a critical resource in any database machine [BORA83], the approach used by DIRECT, while
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1 Rumor has it that Teradata has spent almost 40 million dollars developing their machine.
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conceptually appealing, leads to disastrous performance [BITT83]. The other major problem with DIRECT was

that the number of control actions (messages) required to control the execution of the parallel algorithms used for

complex relational operations (e.g. join) was proportional to the product of the sizes of the two input relations. Even

with message passing implemented via shared memory, the time spent passing and handling messages dominated

the processing and I/O time for this type of query.

We felt that implementing a prototype of Gamma would achieve a number of important objectives. First, it

would demonstrate that parallelism can be made to work in a database machine context. While Teradata claims to

have already accomplished this, they have not published any performance data and have refused our repeated

requests to benchmark their machine. The only numbers published on the performance of DELTA [KAKU85] are

those for its parallel sort engine [KAMI85]. These numbers are disappointing as the sort engine is slower than a

commercial sorting package on a super-minicomputer. Finally, while the MBDS database machine shows promis-

ing speedup factors for selection operations [DEMU86], no results are available for complex operations.

Our second objective is that, although not as flexible as a model, a prototype would provide much more

reliable information about the performance bottlenecks of our design. Finally, we felt that a prototype of Gamma

would provide a powerful research vehicle for exploring a variety of future research directions such as parallel algo-

rithms for processing queries involving recursion.

The remainder of this paper is organized as follows. The architecture of Gamma and the rationale behind

this design is presented in Section 2. In Section 3, we describe the process structure of the Gamma software and

discuss how these processes cooperate to execute queries. In particular, we describe our mechanism for processing

complex relational queries in a dataflow manner. The mechanism we have designed and implemented requires only

three control messages per processor for each operator in the query tree: two to initiate the operator and one for the

operator to indicate its completion to the controlling scheduler process. Except for these synchronization messages,

the execution of a query is entirely self-scheduling. In Section 4 we describe the algorithms and techniques used to

implement each of the relational algebra operations. In Section 5, we present the results of our preliminary perfor-

mance evaluation of Gamma. Our conclusions and future research directions are described in Section 6.

2. Conclusions and Future Research Directions

In this paper we have presented the design of a new relational database machine, Gamma. Gamma’s

hardware design is quite simple. Associated with each disk drive is a processor and the processors are
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interconnected via an interconnection network. The initial prototype consists of 20 VAX 11/750 processors inter-

connected with an 80 megabit/second token ring. Eight of the processors have a 160 megabyte disk drive. This

design, while quite simple, provides high disk bandwidth without requiring the use of unconventional mass storage

systems such as parallel read-out disk drives. A second advantage is that the design permits the I/O bandwidth to be

expanded incrementally. To utilize the I/O bandwidth available in such a design, all relations in Gamma are hor-

izontally partitioned across all disk drives.

In order to minimize the overhead associated with controlling intraquery parallelism, Gamma exploits

dataflow query processing techniques. Each operator in a relational query tree is executed by one or more

processes. These processes are placed by the scheduler on a combination of processors with and without disk

drives. Except for 3 control messages, 2 at the beginning of the operator and 1 when the operator terminates execu-

tion, data flows between between the processes executing the query without any centralized control.

The preliminary performance evaluation of Gamma is very encouraging. The design provides almost

linear speedup for both selection and join operations as the number of processors used to execute an operation is

increased. Furthermore, the results obtained for a single processor configuration were demonstrated to be very com-

petitive with a commercially available database machine. While we have not yet evaluated our update operations,

we have no reason not to expect similar results. Once we have completed the prototype (we have not yet imple-

mented aggregate operations or aggregate functions), we plan on conducting a thorough evaluation of the single

and multiuser performance of the system. This evaluation will include both more complex queries and non-uniform

distributions of attribute values.

Using the prototype as a research vehicle we intend to explore a number of issues. Some of these issues

include the use of adjustable join parallelism as a technique for load balancing and low priority queries, the effec-

tiveness of alternative techniques for implementing bit filtering, index balancing algorithms and the effect of dupli-

cating the root node at multiple sites, evaluation of alternative techniques for handling bucket overflows, and dif-

ferent strategies for processing complex queries.
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