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RESEARCH GOALS RAW FEATURES DATA ANNOTATION & VISUALIZATION

Gaining a computational understanding of human social behavior A“raw’ set of features extracted automatically from multimodal data

Building socially interactive systems such as agents and robots Speech segmentation (speech/pause)
Current study explores: Speaker classification (speaker/listener)

Using of a small set of real-time features to predict listener nods Prtch values and slopes (rising/falling intonation)

Speaker head movements including nodding
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DERIVED FEATURES

Temporal dependencies between raw of features and listener nods
captured by a derived set of features based on multiple windows of
averages of raw features and differences across window averages
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Perform a “'storytelling task”

Participants were paid $10

CLASSIFICATION RESULTS NEXT STEPS

Predictions using a Support Vector Machine (SVN) classifier Improving the modeling of temporal dependencies using:

Four-fold cross validation

Precision = 0.1083
Recall = 03165
F-measure = 0.1605

Encoding templates (Morency et al.,, 201 0)
Sequential models (e.g., CRF, HMM)

Using model predictions to control a robot's nods
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Conducting human-robot interaction studies to test effectiveness




