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Figure 5: Speeups calculated with respect to an 8 processors run. Left: Scaling analysis from
8-504 processors. Right GPU speedups.
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