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Announcements

•Logistics: 
•Project & HW 8 due tonight
•Exam on Dec. 20th.
•Course survey due tomorrow. 
•Final lecture: Thank you!

•Class roadmap:
Today Fairness, Ethics, 

Robustness

Dec. 20 Final Exam



Outline

•ML in Society: Major Concerns
•Fairness, Accountability, Transparency, Robustness, 
Examples 

•Techniques
•Group and Individual Fairness, Differential Privacy, 
Defenses

•Course Takeaways
• Don’t train on your test set and other tips



Our Class So Far…

•Technical aspects of models “in the lab”
•Didn’t talk about deploying models in the world
• Important to think about 



https://hai.stanford.edu/news/how-flawed-data-aggravates-inequality-credit

Fairness

•How can we be confident that all groups are treated fairly? 

https://www.aclu.org/blog/privacy-technology/surveillance-technologies/amazons-face-
recognition-falsely-matched-28



Accountability

•Which party takes responsibility for a failure in ML models?

https://www.enjuris.com/blog/news/tesla-autopilot-accident/

https://www.cnbc.com/2020/08/21/computer-algorithm-caused-a-grading-crisis-in-
british-schools.html



Transparency

•How can we ensure models are transparent and comply with 
regulations?

https://www.technologyreview.com/2019/01/21/137783/algorithms-criminal-
justice-ai/



Privacy

•How can we protect user privacy when ML models are used?

https://www.nytimes.com/2010/03/13/technology/13netflix.html



Robustness

•How can we defend ML models against attacks?
•E.g., data poisoning?

Adversarial Examples, Hanxiao Liu



More Bias Examples: Language Models

•Large language models encode bias

•Example: Religious Bias in GPT-3

https://www.vox.com/future-perfect/22672414/ai-artificial-intelligence-gpt-3-bias-muslim



More Bias Examples: Word Embeddings

•Found in a variety of word embedding approaches:

Bolukbasi et al, “Man is to Computer Programmer as Woman is to Homemaker? 
Debiasing Word Embeddings”



Where Does Bias Come From?

•Models are trained on data, typically obtained by humans

•Models inherit this bias from training data
•Example: many medical data collection efforts target one group 

over others

•Learning algorithms can even amplify this bias…
•Recall: spurious correlations



Break & Quiz
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Mitigating Bias

Several approaches:

•1. Remove bias from data
•Better and more representative data
•Remove bias associations: e.g., remove sentences with instances of 

bias

•2. Design fair learning approaches
•Add constraints to our learning approach



Mitigating Bias: Via Blindness

•Ignore all irrelevant/protected features
•Don’t need such features for high performance
•Often additionally helps generalization---avoid spurious correlation

Sagawa et al, “Distributionally Robust Neural Networks for Group Shifts: On the Importance 
of Regularization for Worst-Case Generalization”



Mitigating Bias: Group Fairness

•Equalize two groups S, T for outcomes:

P(outcome O | S) = P(outcome O | T)

•I.e., “the fraction of people in group S getting job offers 
should be the same as the fraction in T”



Group Fairness: Statistical Fairness

•How can we ensure this type of fairness?
•ERM: fails to do this:

•Replace with a group distributionally robust RM

Sagawa et al, “Distributionally Robust Neural Networks for Group Shifts: On the Importance 
of Regularization for Worst-Case Generalization”



Group Fairness: Statistical Fairness

•How can we ensure this type of fairness?
•Replace with a group distributionally robust RM

Sagawa et al, “Distributionally Robust Neural Networks for Group Shifts: On the Importance 
of Regularization for Worst-Case Generalization”



Mitigating Bias: Individual Fairness

•Idea: Treat similar individuals similarly
•E.g., similar for the purpose of the task – similar distribution over 

outcomes.

•Formalizing individual fairness:
•M maps individual example to a distribution over outcomes

•Goal: 𝐷 𝑀 𝑥 ,𝑀 𝑥′ ≤ 𝑑(𝑥, 𝑥′)



Privacy

•Recall the Netflix prize: ~500000 users, 20000 movies

•No names provided, but possible to de-anonymyze:
•Check versus IMDB database; not much information needed

Narayanan and Shmatikov: “Robust De-anonymization of Large 
Datasets (How to Break Anonymity of the Netflix Prize 
Dataset)”



Privacy: Differential Privacy

•Definition: an algorithm is differentially private if removing 
any datapoint will only slightly change any output
•How to achieve it? Add specialized kinds of noise
•More: https://www.cis.upenn.edu/~aaroth/Papers/privacybook.pdf

Credit: TDS



Privacy: Unlearning

•Increasingly popular regulation: the “right to be forgotten”.
• I.e., should be able to request online resources don’t contain your 

information
•Needed for ML models as well

•Leads to machine unlearning
•Be able to delete the contribution of a particular data point to the 

trained model

Bourtoule et al, “Machine Unlearning”



Adversarial Attacks

•Models might face malicious attacks

Eykholt et al, “Robust Physical-World Attacks on Deep Learning Visual 
Classification”



Adversarial Attacks

•Also common in NLP:

[Jia and Liang, 2017]



Break & Quiz
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Class Takeaways

•1. Understand your goal.

•2. Spend lots of time with your data.
• Look at individual points. >50% of your time here.

•3. Build your pipeline and check things run before optimizing.

•4. Build high-quality infrastructure.

•5. Practice with libraries & frameworks.
•Feel comfortable with one particular framework. 

•6. Read related work… but don’t get stuck.
•Don’t worry about hype

•7. Try simple baselines first!



Post-Class

•If you need advice from me
•On machine learning
•On careers, industry, etc.
•Academic advice

•Or just to chat about life.

Always happy to talk!

•Come by: my office is CS 5385.



Thanks Everyone!

Some of the slides in these lectures have been adapted/borrowed from materials developed by Mark Craven, 
David Page, Jude Shavlik, Tom Mitchell, Nina Balcan, Elad Hazan, Tom Dietterich, Pedro Domingos, Jerry Zhu, 
Yingyu Liang, Volodymyr Kuleshov, Sharon Li 


