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Announcements

•Logistics:
•HW2 due Nov. 9. One more (small) homework after 
•Project. Dates: Nov. 16: proposal, Dec. 19, final report 
•Presentation dates: Nov: 9,14,16,21,28,30 Dec: 5,7
•Starts Thursday!

•Class roadmap:

Tuesday Nov. 7 Security, Privacy, Toxicity + 
The Future



Outline

•Security and Safety
•Poisoning, backdoors, jailbreaking, misinformation, 
verification, taxonomies

•Bias and Toxicity
•Examples of bias, sources, toxicity definition, origins, 
evaluations, locations

•Future Speculations
•Optimistic and pessimistic possibilities. Three challenges 
for the future of foundation models
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Security & Safety

The more powerful, the wider the variety of issues. 

•A basic taxonomy from Huang et al ’23
• “A Survey of Safety and Trustworthiness of Large Language Models 

through the Lens of Verification and Validation”



Backdoor Attacks & Data Poisoning

Data poisoning: create adversarial or malicious data that the 
model will be trained on.

•Can do at various stages:
•Pretraining data, fine-tuning data, instructions

Wan et al '23



Backdoor Attacks & Data Poisoning

Can often do via “triggers”

•Backdoor: hidden behavior performed by trigger

•Poisoning of various types:

Chen et al ‘21



Prompt Attacks

When using an LLM to build an application, malicious users 
can craft attacks via inputs given to prompts:

Perez and Ribeiro ‘22



Jailbreaking

While guardrails can be used to protect from such behaviors, 
jailbreaking attacks enable bypassing these…

Li et al ‘23



Malware

Code-generating models could be used to create malware of 
various sorts

•Used to be challenging to produce…



Solutions: Taxonomy

Also a huge space. 

•Some techniques general in 
deep learning

•Some specific to LLMs and 
foundation models 
• I.e., legislation

Huang et al '23



Solutions: Verification

Example: verifying robustness

•Easier on images via iterative bounding techniques,

•Can be done on text as well:

Ye et al '20



Break & Questions
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What is Bias?

Note: statistical bias (e.g., biased/unbiased estimator) not 
what we refer to here.

Here, societal. Examples of bias:

•System performs better for some groups compared to others

•Unfair associations/stereotypes

•Damaging outcomes, particularly unfair ones.



Why Do We Care?

Many bad outcomes:

https://www.newamerica.org/oti/blog/ai-discrimination-in-hiring-and-what-we-
can-do-about-it/

https://www.cnn.com/2019/12/19/tech/facial-recognition-study-racial-bias/index.html

https://themarkup.org/denied/2021/08/25/the-secret-bias-hidden-in-mortgage-
approval-algorithms



Why Do We Care?

Outcomes also reinforce themselves!

Princeton COS 597G



Types of Biases

A large categorization of biases (Ferrara ‘23):



What is Toxicity?

Offensive, unreasonable, disrespectful outputs

•Various automated tools to detect and categorize toxic 
content

https://developers.perspectiveapi.com/s/about-the-api



Where Does It Come From?

Recall our pretraining data!

•The Pile: “Due to the wide diversity in 
origins, it is possible for the Pile to 
contain pejorative, sexually explicit, or 
otherwise objectionable content”.

• “We note that for all demographics, the 
average sentiment is negative. “



What Causes Toxic Outputs?

One hypothesis: non-toxic prompts → non-toxic outputs.

Not necessarily true!
•Gehman et al, “RealToxicityPrompts: Evaluating Neural Toxic 

Degeneration in Language Models”



Potential Mitigations

How do we fix this? Two categories of approaches

•Data-based. Continue to pretrain the model
•DAPT: Domain-adaptive pretraining
•Attribute Conditioning: add special tokens <toxic>, <nontoxic>

•Decoding-based. Change the way an output is produced
• Learn toxicity representations that boost likelihood of non-toxic 

tokens
•Direct blacklist: do not permit certain words from being generated



Toxicity via Personas

What about toxicity in more recent chat-based models?

•Can increase toxicity substantially by having it play-act a 
particular role

Deshpande et al ‘23



Break & Questions
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Reasons to Be Optimistic

Foundation models still somewhat unwieldy, so limited use in 
applications

•Limited interfacing with other software and hardware tools

•Great opportunity for massive growth

•E.g., earliest efforts to hook up automated 

  theorem provers/languages with LLMs 

   look promising! 



Reasons to Be Pessimistic

Why won’t we reach AGI?

1. Recursive self-improvement is hard

•Main progress is fixed models

•Progress in self-play etc may be limited



Reasons to Be Pessimistic

Why won’t we reach AGI?

2. Data limitations

•Already burning through Internet-scale data

•Quantity may grow, but much of it LLM-generated

•Other forms of data may not be easily recorded



Reasons to Be Pessimistic

More generally, possible that all the progress is via the random 
presence of other factors

•Deep learning revolution ~2010. Cause?
•Major progress in CNNs or training? Not really

•Powerful GPUs (developed for apps/games, not ML related)
• Large image datasets (due to social media)
•Easy access (due to the Internet)

•Next major progress may only be after random events…



Reasons to Be Pessimistic

Why won’t we reach AGI?

3. Bottlenecks are hard to deal with

•No matter how “smart” models are, operating in the real-world 
may introduce difficult constraints 

•I.e., may need to solve robotics

•Maybe powerful enough models can…
•But back to problem 1.



Thank You!
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