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Announcements

*Logistics:
*Homework 1 due in ~12 days

“Class roadmap: S E

Tuesday Oct. 3 Reasoning & Chain-of-
Thought

Thursday Oct. 5 In-Context Learning: Practice
and Theory

Tuesday Oct. 10 Fine-Tuning, Specialization,
Adaptation

Thursday Oct. 12 Training


https://pages.cs.wisc.edu/~fredsala/cs839/fall2023/files/homework1.pdf

Outline

*Review and More Auto-Prompting
*Zero-shot, few-shot, etc., LLMs as optimizers used for
prompt optimization
*Prompting in VLMs and Multimodal Models
*Improving CLIP prompts, image inversion, few-shot/in-
context learning for image models
*Intro to Chain-of-Thought

*Basic idea, zero-shot and few-shot, choosing examples
for few-shot, tree-of-thoughts



Outline

*Review and More Auto-Prompting

*Zero-shot, few-shot, etc., LLMs as optimizers used for
prompt optimization



Questions/Clarifications From Last Time

1. Can you include a bibliography?
*A: Yes

2. How does GrlPS split instructions into phases?

*“we use a state-of-the-art CRF-based constituency parser...
Using the constituency tree, we combine the leaves until
we obtain disjoint phrase-level constituents”



Prompting: Ask Your Model

Essentially, ask your model to perform your goal task
Example: sentiment analysis task

*Prompt: “Text: The visuals were lacking and the
characters felt flat. Sentiment:”

Default (GPT-3.5)

*Result: “Negative”

E Text: The visuals were lacking and the characters felt flat. Sentiment:

Negative



Prompting: Zero-shot vs Few-shot

Terminology:
*Zero-shot: No “examples” provided to the model.
*Few-shot/in-context learning: Provide “examples”

Input: Subpar acting. Sentiment: Negative
Input: Beautiful film. Sentiment: Positive
Input: Amazing. Sentiment:

Zhao et al '21

Positive



Prompting: Few-shot vs. In-context learning

Terminology conflicts! Note: we have
a set of labeled examples. Could
fine-tune!

Few-shot: sometimes means fine-
tune on this dataset, then prompt

In-context learning: do not fine-
tune. Model weights unchanged.

Text: (lawrence bounces) all over the stage, dancing,
Sentiment: positive

Text: despite all evidence to the contrary, this clun
Sentiment: negative

Text: for the first time in years, de niro digs deep

Sentiment: positive

Weng / SST

Review: The food is awful. Sentiment: Negative
Examples
: . : . r . . -
Template New Review: Terrible dishes!  Sentiment: Negative

Review: [Text] Query '{
Sentiment: [Label]

Review: Good meal! Sentiment:

) Review: Delicious food! Sentiment: Positive
k Demonstration

‘L' Input

Text Label Large Language Model
Delicious food! 1 Parameter Freeze
The food is awful. ()

l Output

Positive

Terrible dishes! 0

Dong et al, ‘23



Few-Shot Choices

Examples/structure affect performance:
1. Prompt format (affects everything)
2. Choice of examples

3. Order of examples (permutation)

PPPP NPPP PNPP PPNP PPPN NNPP NPNP PNNP NPPN PNPN PPNN NNNP NNPN NPNN PNNN NNNN

Unbalanced Balanced Unbalanced

Zhao et al '21



More on Auto-Prompting

LLMs as “prompt engineers” (Zhou et al, ‘23)
*Use an LLM to generate candidate instructions (prompts)

* Evaluate them externally
*Select best candidate.
* Optionally iterate.

Example Output:

e “Let’'swork thisoutina
step by step way to be
sure we have the right
answer.”

/ Keep the high score candidates

LLM:s as Inference Models \

Professor Smith was given the
following instructions: <INSERT>

Here are the Professor’s responses:

# Demostration Start
Input: prove Qutput: disprove

Input: on Output: off
QDemostration End /
[Optional]

LLMs as Resampling Models

Generate a variation of the following
instruction while keeping the semantic
meaning.

Input: write the antonym of the word.

Output: <COMPLETE>
(S /

x Discard the low score candidates

@

Proposal

=>

@

High Score
Candidates

ﬂ<:|

®

Similar
Candiates

=

LLMs as Scoring Models

Instruction: write the antonym of the
word. <LIKELIHOOD>

Input: direct Output]indirect

* Final selected prompt with highest score

) Log
@ Scoring ﬁ @ Probability

Y

write the antonym of the word. -0.26
give the antonym of the word provided. -0.28
reverse the input. -0.86

to reverse the order of the letters -1.08
write the opposite of the word given. -0.16
list antonyms for the given word. -0.39

4 &

» X



More on Auto-Prompting

LLMs as “optimizers” (Yang et al, ‘23)

* Use the LLM to guess solutions to an optimization problem

* Evaluate them externally
*Runin a loop with few-shot

*Can use for
* Standard optimization problems

* Tougher settings like prompts  return top solution

when finish

objective function
evaluator

generated
s\._solutions

LLM as
optimizer

meta-prompt

solution-score pairs

task description




LLMs as Optimizers: Example

Example:

I have some texts along with their corresponding scores. The texts are arranged in ascending order
based on their scores, where higher scores indicate better quality.

text:
Let’s figure it out!
score:

61

text:
Let’s solve the problem.
score:

63
(... more instructions and scores ...)

The following exemplars show how to apply your text: you replace <INS> in each input with your
text, then read the input and give an output. We say your output is wrong if your output is different
from the given output, and we say your output is correct if they are the same.

mput:

Q: Alannah, Beatrix, and Queen are preparing for the new school year and have been given books
by their parents. Alannah has 20 more books than Beatrix. Queen has 1/5 times more books than
Alannah. If Beatrix has 30 books, how many books do the three have together?

A: <INS>

output:

140

(... more exemplars ...)

Write your new text that is different from the old ones and has a score as high as possible. Write the
text in square brackets.

4

Meta-instructions

4—

Trajectory points

4—

Problem to be solved



LLMs as Optimizers: Prompt Optimization

Resulting trajectory

» “Solve the following problems using the given information.” at Step 2 with training accuracy
59.8;

* “Solve the following problems by applying the given information and using the appropriate
mathematical operations.” at Step 3 with training accuracy 64.0;

» “Let’s read the problem carefully and identify the given information. Then, we can create an
equation and solve for the unknown variable.” at Step 4 with training accuracy 67.0;

e “I’m always down for solving a math word problem together. Just give me a moment to read
and understand the problem. Then, I'll create an equation that models the problem, which I'll
solve for the unknown variable. I also may or may not use some helpful diagrams or visuals
to understand the problem. Lastly, be sure to allow me some time to carefully check my work
before submitting any responses!” at Step 29 with training accuracy 70.1.

PalM 2-L PalM A_begin Take a deep breath and work on this problem step-by-step. 80.2
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Break & Questions



Outline

*Prompting in VLMs and Multimodal Models

*Improving CLIP prompts, image inversion, few-shot/in-
context learning for image models



Prompting VLMs and Multimodal Models

Training and prediction in CLIP-style VLMs

1. Contrastive pre-training

pe pp‘er the Text
aussie pup Encoder

Image
Encoder

;T
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2. Create dataset classifier from label text

a photo of . Text
a {object}. Encoder

3. Use for zero-shot prediction

Image

S I
Encoder !

I1IT7 IT'TZ IT ’T3 IT‘TN

|

a photo of
adog.

OpenAl




How to Prompt VLMs?

Standard way: use pre-defined templates
*E.g., “a photo of a [X]”
*But, might struggle...

SUN397
television studio (90.2%) Ranked 1out of 397 labels

v aphoto of a television studio.

X aphoto of a podium indoor.

-
X aphoto of a conference room.

X a photo of a lecture room.

X aphoto of a control room.

OpenAl



LLMs to Improve VLMs: Description

Static class descriptions may fail...

* Replace with descriptive features (Menon and Vondrick, 23)
* Instead of “tiger”, include “stripes, claws, ...”

School bus
large, yellow vehicle
the words "school bus” written on the side
a stop sign that deploys from the side of the bus
flashing lights on the top of the bus
large windows

Shoe store
a building with a sign that says "shoe store”
a large selection of shoes in the window
shoes on display racks inside the store
a cash register
a salesperson or customer

Volcano
a large, cone-shaped mountain
a crater at the top of the mountain
lava or ash flowing from the crater
a plume of smoke or ash rising from the crater

Barber shop
a building with a large, open storefront
a barber pole or sign outside the shop
barber chairs inside the shop
mirrors on the walls
shelves or cabinets for storing supplies
a cash register
a waiting area for customers

Cheeseburger
a burger patty
cheese
a bun
lettuce
tomato
onion
pickles
ketchup
mustard

Violin

= a stringed instrument
—a typically has four strings
—= a wooden body

—a a neck and fingerboard
—u tuning pegs

= a bridge

a1 a soundpost

—a f-holes

= a bow

Pirate ship

= a large, sailing vessel

a a flag with a skull and crossbones
—a cannons on the deck

-a 2 wooden hull

a portholes

—m rigging

La a crow's nest

Figure 3: Examples
of descriptor schema
produced by GPT-3.



LLMs to Improve VLMs: Spurious Features

This helped with positives.

* What about negatives (i.e., spurious features?)
* Example: waterbirds with CLIP

*Spurious correlations: generally a problem
with all pretrained models embedang
* But LLMs can also tell us about this (Adila ‘23) '

image

i § r— embedding .2
2 Zero-shot 81 I
model (e.g.,

Landbird with water | CLIP) * @
background 2 .85
71 ¥
. Y 89

["waterbird", "landbird"] - 21

Labels



LLMs to Improve VLMs: Spurious Features

Modify embeddings used for prediction:

"landbird"
embedding

image
embedding

Zero-shot

model (e.g.,
Landbird with water CLIP)

background

. . . .
N B W e

=21

["waterbird", "landbird"]

Labels

Prediction x

"waterbird"
embedding

Task description:

"Classify waterbird vs

landbird"

-

Landbird with water

background

["waterbird",
Labels

Auxiliary

Insights

foundation —; Useful: beak shape

model

Zero-shot
model (e.g.,
CLIP)

"landbird"]

Spurious: background

Insights
embedding

al

43

A2
A

32

42

51

Projection
. 12
21 43
T
32
M

Original
embedding

e
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.1
2l
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embedding

<12
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embedding



How to Prompt VLMs, Image Models?

Generally, all the methods for language cases apply
*Especially soft prompts
*Often part of “inversion” pipelines (Gal et al 22)




In-Context Learning for VLMs

Surprisingly in-context/few-shot also applies to visual models

*Standard questions apply here too:
* How to select examples
* What makes for a good example?

I

n Best prompt
I
u
l
|

» Worst prompt

.u
N

ﬂ
I
n

I
I
i
i
]
|
]

I

(a) Visual in-context learning is sensitive to prompt selection

Zhang et al ‘23
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Outline

*Intro to Chain-of-Thought

*Basic idea, zero-shot and few-shot, choosing examples
for few-shot, tree-of-thoughts



Chain-of-Thought

Standard Prompting
Model Input

Q: Roger has 5 tennis balls. He buys 2 more cans of
tennis balls. Each can has 3 tennis balls. How many
tennis balls does he have now?

A: The answer is 11.
Q: The cafeteria had 23 apples. If they used 20 to

make lunch and bought 6 more, how many apples
do they have?

Model Output

A: The answer is 27. x

Performing complex reasoning is hard. Help the model:

Chain-of-Thought Prompting
Model Input

Q: Roger has 5 tennis balls. He buys 2 more cans of
tennis balls. Each can has 3 tennis balls. How many
tennis balls does he have now?

A: Roger started with 5 balls. 2 cans of 3 tennis balls
each Is 6 tennis balls. 5 + 6 = 11. The answer is 11.

Q: The cafeteria had 23 apples. If they used 20 to
make lunch and bought 6 more, how many apples
do they have?

Model Output

A: The cafeteria had 23 apples originally. They used
20 to make lunch. So they had 23 - 20 = 3. They
bought 6 more apples, so they have 3 + 6 =9. The
answer is 9. o/

Wei et al ‘22



Chain-of-Thought: Applications

Some things it can be used for:

4 M at h p ro b I e m S Q: Roger has 5 tennis balls. He buys Q: How many keystrokes are needed Q: Sammy wanted to go to where the

2 more cans of tennis balls. Each can to type the numbers from 1 to 5007 people were. Where might he go?
has 3 tennis balls. How many tennis Answer Choices: (a) 1156 (b) 1392 (c) 1480 Options: (a) race track (b) populated areas
balls does he have now? (d) 1562 () 1788 (c) desert (d) apartment (e) roadblock

A:

A:
The answer is 11.

J @swer is (b).

he J o So the answer is (b). J

* Commonsense >—\/—\/—\
Q: Yes or no: Would a pear sink in Q: The concert was scheduled to be Q: Is the following sentence

[ ]
reasonin g water? on 06/01/1943, but was delayed by plausible? "Joao Moutinho caught the

one day to today. What is the date 10 screen pass in the NFC

A: days ago in MM/DD/YYYY? championship.”
So the A A
answer is no.
So the
So the answer is 05/23/1943. answer is no.

G

o I\ J
IR -G

N\

* Symbolic reasoning

|

Human: How would you bring me Q: Take the last letters of the words Q: A coin is heads up. Maybelle flips
something that isn’t a fruit? in “Lady Gaga” and concatenate the coin. Shalonda does not flip the
them. coin. Is the coin still heads up?

A:
So the

answer is ya.

Plan: 1. find(energy bar) 2.

-
pick(energy bar) 3. find(user) 4. So the answer

\put(energy bar) 5. done(). J k j @ no. J




Chain-of-Thought: Zero-Shot

No examples shown; encourage model to decompose
* Add to prompt: “Let’s think step by step” before each answer

* For answer extraction, add prompts like “Therefore, the
answer (arabic numerals) is” (Kojima et al 23)

(a) Few-shot

@oger has 5 tennis balls. He buys 2 more cans of terb

balls. Each can has 3 tennis balls. How many tennis balls does
he have now?
A: The answer is 11.

Q: A juggler can juggle 16 balls. Half of the balls are golf balls,
and half of the golf balls are blue. How many blue golf balls are
there?

A:

(b) Few-shot-CoT

ﬁRoger has 5 tennis balls. He buys 2 more cans of teﬁ
balls. Each can has 3 tennis balls. How many tennis balls does
he have now?

A: Roger started with 5 balls. 2 cans of 3 tennis balls each is 6
tennis balls. 5 + 6 = 11. The answer is 11.

Q: A juggler can juggle 16 balls. Half of the balls are golf balls,
and half of the golf balls are blue. How many blue golf balls are
there?

A:

(Output) The answer is 8. X

(Output) The juggler can juggle 16 balls. Half of the balls are golf

N /

Q: A juggler can juggle 16 balls. Half of the balls are golf balls,
and half of the golf balls are blue. How many blue golf balls are
there?

A: The answer (arabic numerals) is

(c) Zero-shot

balls. So there are 16 / 2 = 8 golf balls. Half of the golf balls are
W. So there are 8 /2 = 4 blue golf balls. The answer is 4. /

(d) Zero-shot-CoT (Ours)

Q: A juggler can juggle 16 balls. Half of the balls are golf balls,
and half of the golf balls are blue. How many blue golf balls are
there?

A: Let’s think step by step.

(Output) 8 X

(Output) There are 16 balls in total. Half of the balls are golf
balls. That means that there are 8 golf balls. Half of the golf balls
are blue. That means that there are 4 blue golf balls.




Chain-of-Thought: Few-Shot Examples

As before, we must choose few-shot examples.
* More structured than simple semantic similarity

* Complexity-based prompting.

* “[S]imply choose complex prompts over simple ones.”
* Prompting: include most steps. Ensembling: MV over set of

most complex chains.

—

Question

Chain of
Thoughts
prompt

Answer

|

——

Test
Question

A. Workflow of chain of thoughts prompting

Asia bought a homecoming
dress on sale for $140. It was
originally priced at $350.
What percentage off did she
get at the sale?

. Asia saved $350 - $140 =

$210 on the dress.

. That means she saved $210/

$350 = 0.60 or 60% off on the
dress.

The answer is 60

.. <more CoT cases > ...

Olivia has $23. She bought
five bagels for $3 each. How
much money does she have
left?

<GPT3 generates from here>

Angelo and Melanie want to plan how
many hours ... how many days should
they plan to study total over the next
week if they take a 10-minute break
every hour ...?7

. Angelo and Melanie think they should dedicate 3

hours to each of the 2 chapters ...

. For the worksheets they plan to dedicate 1.5

hours for each worksheet ...

. Angelo and Melanie need to start with planning 12

hours to study, at 4 hours a day, 12 / 4 = 3 days.

... < more reasoning steps > ...

. They want to study no more than 4 hours each

day, 15 hours / 4 hours each day = 3.75

. They will need to plan to study 4 days to allow for

all the time they need.

The answer is 4

B. Example complex chain, 9 reasoning steps

CoT prompt + Question

Sample from GPT3

l

Reasoning E, 6 steps, answer = 200
Reasoning D, 5 steps, answer = 200

Reasoning A, 4 steps, answer = 100

Majority voting
Over complex chains

}

Majority = 200

C. Complexity-based consistency

Fu et al ‘23



Chain-of-Thought: Generalizations

How do we really “reason”?
* Not really by sampling a bunch of chains...

I 1 1
1 i i
:
|

(a) Input-Output (c) Chain of Thought (c) Self ConSLStency
Prompting (I0)  Prompting (CoT) ~ with CoT (CoT-SC) (d) Tree of Thoughts (ToT)

Yao et al ‘23
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Thank You!
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