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Announcements

*Logistics:
Homework 1 due in a week

*Class roadmap:

Thursday Oct. 5 In-Context Learning: Practice
and Theory

Tuesday Oct. 10 Fine-Tuning, Specialization,
Adaptation

Thursday Oct. 12 Training

Tuesday Oct. 17 RLHF



Outline

*Review of Chain-of-Thought + ToT Search

*Basic idea, zero-shot and few-shot, choosing examples for
few-shot, tree-of-thoughts

*Ingredients For CoT
*Scale, manual vs. auto-rationales, rationale correctness

*Connecting to Externals
*Programs, tools, etc.



Outline

*Review of Chain-of-Thought + ToT Search

*Basic idea, zero-shot and few-shot, choosing examples for
few-shot, tree-of-thoughts



New Auto-Prompting Work

Recall: search for hard prompts: tough optimization problem

* Lots of classic search methods only require notion of “neighbors”
and evaluation function access
* Hill-climbing
e Simulated annealing
* Genetic algorithms

*“Promptbreeder”: a new approach via genetic algorithms

« Show all your working. II. You should use the correct mathematical
notation and vocabulary, where appropriate. III. You should write your
answer in full sentences and in words. IV. You should use examples to
illustrate your points and prove your answers. V. Your workings out
should be neat and legible



New Auto-Prompting Work

“Promptbreeder”: a new approach via genetic algorithms

Initialization of Population of Task-Prompts and Mutation-Prompts

. * + * “Make up a systematic answer that
makes you look quite clever”
Populate
Mutation Operators Population (N Task-Prompts and their Mutation-Prompts)

Estimation of

Direct Mutation Distribution Mutation

’ P: "Make up a systematic answer that makes you look quite clever" 0.2

( P: "Draw a diagram representing the math problem" 0.4

Lamarckian Mutation
Generate task-prompt
from the "working out"

Hyper Mutation

P = "Let's think step through this maths problem"
Mutate mutation-prompt -Replace-) P 9 P

and
Context Shuffling P: "SOLUTION:"

( Prompt Crossover .

0.9

Estimated fitness from a batch of training Q&A pairs

Fernando et al ‘23



Chain-of-Thought

Standard Prompting
Model Input

Q: Roger has 5 tennis balls. He buys 2 more cans of
tennis balls. Each can has 3 tennis balls. How many
tennis balls does he have now?

A: The answer is 11.
Q: The cafeteria had 23 apples. If they used 20 to

make lunch and bought 6 more, how many apples
do they have?

Model Output

A: The answer is 27. x

Performing complex reasoning is hard. Help the model:

Chain-of-Thought Prompting
Model Input

Q: Roger has 5 tennis balls. He buys 2 more cans of
tennis balls. Each can has 3 tennis balls. How many
tennis balls does he have now?

A: Roger started with 5 balls. 2 cans of 3 tennis balls
each Is 6 tennis balls. 5 + 6 = 11. The answer is 11.

Q: The cafeteria had 23 apples. If they used 20 to
make lunch and bought 6 more, how many apples
do they have?

Model Output

A: The cafeteria had 23 apples originally. They used
20 to make lunch. So they had 23 - 20 = 3. They
bought 6 more apples, so they have 3 + 6 =9. The
answer is 9. o/

Wei et al ‘22



Chain-of-Thought: Applications

Some things it can be used for:

4 M at h p ro b I e m S Q: Roger has 5 tennis balls. He buys Q: How many keystrokes are needed Q: Sammy wanted to go to where the

2 more cans of tennis balls. Each can to type the numbers from 1 to 5007 people were. Where might he go?
has 3 tennis balls. How many tennis Answer Choices: (a) 1156 (b) 1392 (c) 1480 Options: (a) race track (b) populated areas
balls does he have now? (d) 1562 () 1788 (c) desert (d) apartment (e) roadblock

A:

A:
The answer is 11.

J @swer is (b).

he J o So the answer is (b). J

* Commonsense >—\/—\/—\
Q: Yes or no: Would a pear sink in Q: The concert was scheduled to be Q: Is the following sentence

[ ]
reasonin g water? on 06/01/1943, but was delayed by plausible? "Joao Moutinho caught the

one day to today. What is the date 10 screen pass in the NFC

A: days ago in MM/DD/YYYY? championship.”
So the A A
answer is no.
So the
So the answer is 05/23/1943. answer is no.

G

o I\ J
IR -G

N\

* Symbolic reasoning

|

Human: How would you bring me Q: Take the last letters of the words Q: A coin is heads up. Maybelle flips
something that isn’t a fruit? in “Lady Gaga” and concatenate the coin. Shalonda does not flip the
them. coin. Is the coin still heads up?

A:
So the

answer is ya.

Plan: 1. find(energy bar) 2.

-
pick(energy bar) 3. find(user) 4. So the answer

\put(energy bar) 5. done(). J k j @ no. J




Chain-of-Thought: Zero-Shot

No examples shown; encourage model to decompose
* Add to prompt: “Let’s think step by step” before each answer

* For answer extraction, add prompts like “Therefore, the
answer (arabic numerals) is” (Kojima et al 23)

(a) Few-shot

@oger has 5 tennis balls. He buys 2 more cans of terb

balls. Each can has 3 tennis balls. How many tennis balls does
he have now?
A: The answer is 11.

Q: A juggler can juggle 16 balls. Half of the balls are golf balls,
and half of the golf balls are blue. How many blue golf balls are
there?

A:

(b) Few-shot-CoT

ﬁRoger has 5 tennis balls. He buys 2 more cans of teﬁ
balls. Each can has 3 tennis balls. How many tennis balls does
he have now?

A: Roger started with 5 balls. 2 cans of 3 tennis balls each is 6
tennis balls. 5 + 6 = 11. The answer is 11.

Q: A juggler can juggle 16 balls. Half of the balls are golf balls,
and half of the golf balls are blue. How many blue golf balls are
there?

A:

(Output) The answer is 8. X

(Output) The juggler can juggle 16 balls. Half of the balls are golf

N /

Q: A juggler can juggle 16 balls. Half of the balls are golf balls,
and half of the golf balls are blue. How many blue golf balls are
there?

A: The answer (arabic numerals) is

(c) Zero-shot

balls. So there are 16 / 2 = 8 golf balls. Half of the golf balls are
W. So there are 8 /2 = 4 blue golf balls. The answer is 4. /

(d) Zero-shot-CoT (Ours)

Q: A juggler can juggle 16 balls. Half of the balls are golf balls,
and half of the golf balls are blue. How many blue golf balls are
there?

A: Let’s think step by step.

(Output) 8 X

(Output) There are 16 balls in total. Half of the balls are golf
balls. That means that there are 8 golf balls. Half of the golf balls
are blue. That means that there are 4 blue golf balls.




Chain-of-Thought: Few-Shot Examples

As before, we must choose few-shot examples.
* More structured than simple semantic similarity

* Complexity-based prompting.

* “IS]imply choose complex prompts over simple ones.”
* Prompting: include most steps. Ensembling: MV over set of

most complex chains.

—

Question

Chain of
Thoughts
prompt

Answer

|

——

Test
Question

A. Workflow of chain of thoughts prompting

Asia bought a homecoming
dress on sale for $140. It was
originally priced at $350.
What percentage off did she
get at the sale?

. Asia saved $350 - $140 =

$210 on the dress.

. That means she saved $210/

$350 = 0.60 or 60% off on the
dress.

The answer is 60

.. <more CoT cases > ...

Olivia has $23. She bought
five bagels for $3 each. How
much money does she have
left?

<GPT3 generates from here>

Angelo and Melanie want to plan how
many hours ... how many days should
they plan to study total over the next
week if they take a 10-minute break
every hour ...?7

. Angelo and Melanie think they should dedicate 3

hours to each of the 2 chapters ...

. For the worksheets they plan to dedicate 1.5

hours for each worksheet ...

. Angelo and Melanie need to start with planning 12

hours to study, at 4 hours a day, 12 / 4 = 3 days.

... < more reasoning steps > ...

. They want to study no more than 4 hours each

day, 15 hours / 4 hours each day = 3.75

. They will need to plan to study 4 days to allow for

all the time they need.

The answer is 4

B. Example complex chain, 9 reasoning steps

CoT prompt + Question

Sample from GPT3

l

Reasoning E, 6 steps, answer = 200
Reasoning D, 5 steps, answer = 200

Reasoning A, 4 steps, answer = 100

Majority voting
Over complex chains

}

Majority = 200

C. Complexity-based consistency

Fu et al ‘23



Chain-of-Thought: Generalizations

How do we really “reason”?
* Not really by sampling a bunch of chains...

I 1 1
1 i i
:
|

(a) Input-Output (c) Chain of Thought (c) Self ConSLStency
Prompting (I0)  Prompting (CoT) ~ with CoT (CoT-SC) (d) Tree of Thoughts (ToT)

Yao et al ‘23



Chain-of-Thought: Generalizations

Tree-of-thoughts basic idea:

* Notation: thoughts z,, z,, ..., z, bridge x and y

* Comparison to other methods:

* Vanilla CoT: sample z. ~ pg(z; | X, z4,--,21), Y ~ PV | X, 2,-..,2,)
* CoT Self-Consistency: sample multiple times, take majority vote

*|dea: create a state s=[x,z,,...,2,]

* Generate multiple candidates for next state
* Then run standard search (i.e., BFS, DFS, A*)

(1)
(3) (6) (9) (12
‘4) (5) 10) (11

Drichel (Wiki)



Chain-of-Thought: Generalizations

Tree-of-thoughts key aspects:
* Thought decomposition: how big zs should be
* Thought generation: obtaining the next sample
* Try to avoid duplication

e State evaluation: How close are we to solution?
e Recall heuristics for search from CS 540
* Either use LM itself, or vote/weighted vote across solutions

e Search: BFS or DFS

* Or more advanced search methods /?

,//

G
1

Drichel (Wiki)

\ /
! |



Chain-of-Thought: Generalizations

Tree-of-thoughts example:

4.1 Game of 24

Game of 24 is a mathematical reasoning challenge, where the goal is to use 4 numbers and basi
arithmetic operations (+-*/) to obtain 24. For example, given input “4 9 10 137, a solution outpt
could be “(10-4) * (13 -9) =24".

Input: 491013

10-4<6 | 4+9=T3

5913 (leF101313)

AM\L

13-6=7 13-9=4 ...

(lefe7 9)

— T

4+46=10  4*6=24

(left 10)

(a) Propose Prompt

Thought Generation

Input: 491013
Possible next steps:

4+9=13 (left: 10 13 13)
10 - 4= 6 (left 69 13)

(b) Value Prompt

Evaluate if given numbers can
reach 24 (sure/likely/impossible)
1014:10 + 14 = 24. sure

101313

Thought Evaluation

~

>

(13-10)*13=3*13=39

10 +13 + 13 =36 There is no way
to obtain 24 with these big
numbers. impossible
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Outline

*Ingredients For CoT
*Scale, manual vs. auto-rationales, rationale correctness



What Matters for CoT? Scale?

Do all language models exhibit CoT behavior?
(A) Math word

problems

DO
&)

A: No. Shows up only at certain sizes
* “Emergent behavior”

(\W)
-

Chain of

thought

ek
a

*Example: CoT does not help until ~10B

(Model: LaMDA, Dataset: Math)

ot

No chain
of thought

GSMS8K Accuracy (%)
S

-

1B 10B 100B
Wei et al ‘23



What Matters for CoT? Correctness?

Does reasoning have to work in
provided examples?

A: No. Invalid reasoning in CoT
still helps

*\ersus no CoT

*What does matter
* Relevant steps (still bridge gap)
e Steps follow each other

In-context Demonstration

Inference by LLM

Query

Leah had 32 chocolates and her
sister had 42. If they ate 35, how
many pieces do they have left in
total?

Julie is reading a 120-page book. Yesterday,
she was able to read 12 pages and today, she
read twice as many pages as yesterday. If she
wants to read half of the remaining pages
tomorrow, how many pages should she read?

Standard

The answer 1s 39.

The answer is 18. X

CoT

Originally, Leah had 32
chocolates and her sister had 42.
So in total they had 32 + 42 =
74. After eating 35, they had 74
- 35 = 39 pieces left in total. The
answer is 39.

Julie is reading a 120-page book. Yesterday,
she read 12 pages and today, she read 24
pages. So she read a total of 12 + 24 = 36
pages. Now she has 120 - 36 = 84 pages left.
Since she wants to read half of the remaining
pages, she should read 84 / 2 = 42 pages. The
answer 1s 42.

Invalid
Reasoning

Originally, Leah had 32
chocolates and her sister had 42.
So her sister had 42 - 32 = 10
chocolates more than Leah has.
After eating 35, since 10 + 35 =
45, they had 45 - 6 = 39 pieces
left in total. The answer is 39.

Yesterday, Julie read 12 pages. Today, she

read 12 * 2 =24 pages. So she read a total of
12 + 24 = 36 pages. Now she needs to read
120 - 36 = 84 more pages. She wants to read
half of the remaining pages tomorrow, so she
needs to read 84 / 2 = 42 pages tomorrow.
The answer is 42.

Standard

CoT

Invalid
Reasoning

B Answer Acc.

B Inter. F1

0

10 20

Wang et al 23

30 40 50



What Matters for CoT? Human signal?

Do examples have to be manually crafted?
A: No. Auto-CoT: generate examples to be used
*Need diversity: first cluster, then sample from each

cluster

- ™
[ Q: While shopping for music online, Zoe bought 3 ... J
*
L]

[ Q: A chef needs to cook 9 potatoes. He has already... ]

o l J
d R R ~N
-7 . e N,

O O Y Clustering / g N
] | !
o’/ l0ve)
~ e . Prd
N - . - Y,

LLM Demo Construction

L

[ Q: While shopping for music online ... A: Let’s ... ]

[ Q: A chef needs to cook 9 potatoes ... A: Let’s... J

[ ] . . - .
o Sampling by Selection Criteria

—

k AutoIDemos
e - hY

| Q: While shopping for music online, Zoe bought 3 country albums and 5 X
| pop albums. Each album came with a lyric sheet and had 3 songs. How !
| many songs did Zoe buy total?

. A: Let's think step by step. Zoe bought 3 country albums. Each album has 3
| songs. So she bought 3*3=9 songs from the country albums. Zoe bought 5
! pop albums. Each album has 3 songs. So she bought 5*3=15 songs from
' the pop albums. Zoe bought 9+15=24 songs in total. The answer is 24.

1 e

i Q: A chef needs to cook 9 potatoes. He has already cooked 7. If each
1 potato takes 3 minutes to cook, how long will it take him to cook the rest?

| A: Let's think step by step. The chef has already cooked 7 potatoes. That
| means it has taken him 7 * 3 minutes to cook those 7 potatoes. That means
. it will take him 3 more minutes to cook each of the remaining 2 potatoes ...

Q: A pet store had 64 puppies. In one day they sold 28 of them and put
the rest into cages with 4 in each cage. How many cages did they use?
A: Let's think step by step.

Test Q'uestion LLM In-Context Reasoning

U

The pet store had 64 puppies. They sold 28 of them. That means they have
36 puppies left. They put the rest into cages with 4 in each cage. That
means they have 9 cages. The answer is 9.

Zhang et al 23




What Matters for CoT? Pretraining?

Does “reasoning” data in pretraining extend to other

languages?
A: Not entirely.

AVG HRL URL| EN | DE FR ES RU ZH JA TH TE BN SW
Lang. Freq. (PaLM, %) - - — 780 35 33 21 .53 .40 38| .04 .02 .006 .005
GPT-3 (text-davinci-002)
* DIRECT 11.7 151 5.7(16.0/14.8 16.8 17.2 124 180 11.2| 88 08 44 &8
® NATIVE-COT 264 3477 7.2|53.6136.0 37.6 404 284 40.0 26.0|10.8 04 64 11.2
e EN-COT 31.6 394 13.9|53.6|44.0 46.0 44.8 284 40.8 324|19.6 5.6 9.6 20.8
* TRANSLATE-EN 45.6 47.5 40.7|53.6 464 464 51.6 48.8 47.2 448|412 42.8 41.2 37.6
Pal. M-540B
® DIRECT 18.6 19.3 16.8(22.0|18.8 19.6 20.0 22.0 19.2 16.0|16.8 17.6 17.2 15.6
® NATIVE-COT 48.1 47.9 44.9|62.4(49.2 464 56.8 484 46.8 40.0|52.8 45.6 46.0 35.2
* EN-CoT 51.3 523 46.8(62.4|53.6 51.2 58.0 55.6 46.0 49.6(49.6 46.8 464 444
* TRANSLATE-EN 55.0 56.3 51.2|62.4|57.2 55.2 60.0 59.6 55.6 50.0|50.8 49.6 53.2 51.2

Shi et al 22
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Outline

*Connecting to Externals
*Programs, tools, etc.



Beyond the Unaided Language Models

Even when we do CoT, the language model can get things
wrong.

*Often simple things... like arithmetic.
*How else can we help it?

*A: Use external tools




Tools: Program-aided

Use external tools:
* Python interpreter

* How? Interleave the text
explanations in CoT steps with
lines of Python code

* LMs can already output code

e Just need to prompt the right
way

5

LMs

Chain-of-Thought (Wei et al., 2022)

r/ ]

Q: Roger has 5 tennis balls. He buys 2 more cans of
tennis balls. Each can has 3 tennis balls. How many
tennis balls does he have now?

A: Roger started with 5 tennis balls. 2 cans of 3 tennis
balls each is 6 tennis balls. 5 + 6 = 11. The answer is 11.

Q: The bakers at the Beverly Hills Bakery baked 200
loaves of bread on Monday morning. They sold 93 loaves
in the morning and 39 loaves in the afternoon. A grocery
store returned 6 unsold loaves. How many loaves of
bread did they have left?

.
—{ Model Output

rd
| A: The bakers started with 200 loaves. They sold 93 in

the morning and 39 in the afternoon. So they sold 93 +
39 = 132 loaves. The grocery store returned 6 loaves. So
they had 200 - 132 - 6 = 62 loaves left.

The answer is 62.

Y,

Gao et al 23

—( Input )

™\

“ A

Program-aided Language models (this work)

- 1': Input \,
[ Q: Roger has 5 tennis balls. He buys 2 more cans of

tennis balls. Each can has 3 tennis balls. How many
tennis balls does he have now?

A: Roger started with 5 tennis balls.
tennis balls = 5

2 cans of 3 tennis balls each is
bought balls = 2 * 3

tennis balls. The answer is

answer = tennis balls + bought balls

Q: The bakers at the Beverly Hills Bakery baked 200
loaves of bread on Monday morning. They sold 93 loaves
in the morning and 39 loaves in the afternoon. A grocery
store returned 6 unsold loaves. How many leaves of bread
'-\Hdid they have left?

A

—{ Model Qutput -

'
' A: The bakers started with 200 loaves
loaves baked = 200

They sold 93 in the morning and 39 in the afternoon

loaves sold morning = 93
loaves sold afternoon = 39

The grocery store returned 6 loaves.

loaves returned = 6
The answer is
answer = loaves baked - loaves scld merning

= loaves sold afterncon + loaves returned

.

,
Y




Tools: Programs-aided LMs Prompts

Just need to prompt the right way
* Craft examples that interleave code and text

|Q: Olivia has $23. She bought five bagels for $3 each. How much money does she have left? |

money_initial = 23

bagels = 5

bagel_cost = 3

money_spent = bagels * bagel_cost
money_left = money_initial - money_spent
answer = money_left

Figure 3: Example prompt for the mathematical reasoning tasks, from the GSM8K benchmark.

Q: On the table, you see a bunch of objects arranged in a row: a purple paperclip, a pink stress ball,
a brown keychain, a green scrunchiephone charger, a mauve fidget spinner, and a burgundy pen,
What is the color of the object directly to the right of the stress ball?

stress_ball_idx = None
for i, object in enumerate (objects):

if object[0] == 'stress ball':
stress_ball_idx = 1
break
# Find the directly right object
direct_right = objects[stress_ball_idx+1]
# Check the directly right object's color

answer = direct_right[1]




Tools: Program-of-Thoughts

Similar idea: program-of-thoughts

Question: In Fibonacci sequence, it follows the rule that each number is equal to the sum of the preceding two numbers.
Assuming the first two numbers are 0 and 1, what is the 50th number in Fibonacci sequence?

length_of_fibonacci_sequence = 50
The first number is 0, the second number is 1, therefore, the | (fibonacci_sequence = np.zeros(length_of_)
third number is 0+1=1. The fourth number is 1+1=2. The fifth | [fibonacci_sequence[0] = 0

number is 1+2=3. The sixth number is 2+3=5. The seventh fibonacci_sequence[1] = 1
[number is 3+5=8. The eighth number is 5+8=13. For i in range(3, length_of_fibonacci_sequence):
|..... (Skip 1000 tokens) fibonacci_sequenceli] = fibonacci_sequence[i-1] + ;
The 50th number is 32,432,268,459. fibonacci_sequenceli-2] ,‘
CoT | |ans = fibonacci_sequence[-1] PoT |
T\} X # python V4 ’
32,432,268,459 12,586,269,025

Question: Ketty saves 20000 dollars to the bank. After three years, the sum with compound interest rate is 1000 dollars more
than the sum with simple interest rate. What is the interest rate of the bank?

interest_rate = Symbol(‘x’)
sum_in_two_years_with_simple_interest= 20000 +
interest_rate * 20000 * 3

|Assuming the interest rate is x. The sum after two years with

simple interest rate is 20000 + x * 20000 * 3 = 20000 +

60000x. The sum after two years with compoud interest rate ; ; . %

is 20000 * (1+x)A3= 2008'00 + 60000 * xp+ 60000XA2 + ‘ f;um_|n_two_years_W|th_compound_lnterest =20000* (1 +

20000x/3. The difference can be written as 60000xA2 + intsaliae . . |
# Since compound interest is 1000 more than simple interest. |

[20000x*3 = 1000. In order to solve x, we can use the ans = solve(sum_after_in_yeras_with_compound_interest - i
quadratic formula. x = (-b +- sqrt(b/A2 - 4ac)) / 2a, .... , x = B - -in_y — p’ hy

I . - sum_after_two_years_in_compound_interest - 1000, ‘
(-20000 +- 6160) / 120000, x = -0.051333. CoT | finterest_rate) PoT |

va X ) python Z@\Q %?7 V

-0.051333 x =0.24814

Figure 1: Comparison between Chain of Thoughts and Program of Thoughts.

Chen et al ‘22



Tools: More General Tools

ldeally, use more general external
tools
* Without lots of human annotation

* Model should decide on its own
which tool to use

* Toolformer: introduces API calls into
the model

* But these API calls aren’t already there...
so need to fine-tune

Your task is to add calls to a Question Answering API to a
piece of text. The questions should help you get
information required to complete the text. You can call the
API by writing "[QA(question)]" where "question” is the
question you want to ask. Here are some examples of API
calls:

Input: Joe Biden was born in Scranton, Pennsylvania.

Output: Joe Biden was born in [QA("Where was Joe
Biden born?")] Scranton, [QA("In which state is
Scranton?")] Pennsylvania.

Input: Coca-Cola, or Coke, is a carbonated soft drink
manufactured by the Coca-Cola Company.

Output: Coca-Cola, or [QA("What other name is
Coca-Cola known by?")] Coke, is a carbonated soft drink
manufactured by [QA("Who manufactures Coca-Cola?")]
the Coca-Cola Company.

Input: x

Output:

Schick et al ‘23



Bibliography

Fernando et al ‘23: Chrisantha Fernando, Dylan Banarse, Henryk Michalewski, Simon Osindero, Tim Rocktaschel, “Promptbreeder: Self-Referential Self-
Improvement Via Prompt Evolution” (https://arxiv.org/abs/2309.16797)

Wei et al ’22: Jason Wei, Xuezhi Wang, Dale Schuurmans, Maarten Bosma, Brian Ichter, Fei Xia, Ed Chi, Quoc Le, Denny Zhou, “Chain-of-Thought
Prompting Elicits Reasoning in Large Language Models” (https://arxiv.org/abs/2201.11903)

Kojima et al ‘23: Takeshi Kojima, Shixiang Shane Gu, Machel Reid, Yutaka Matsuo, Yusuke lwasawa, “Large Language Models are Zero-Shot Reasoners”
(https://arxiv.org/abs/2205.11916)

Fu et al ‘23: Yao Fu, Hao Peng, Ashish Sabharwal, Peter Clark, Tushar Khot, “Complexity-Based Prompting for Multi-Step Reasoning”
(https://arxiv.org/abs/2210.00720)

Yao et al '23: Shunyu Yao, Dian Yu, Jeffrey Zhao, Izhak Shafran, Thomas L. Griffiths, Yuan Cao, Karthik Narasimhan, “Tree of Thoughts: Deliberate
Problem Solving with Large Language Models” (https://arxiv.org/abs/2305.10601)

* Weietal ‘22: Jason Wei, Yi Tay, Rishi Bommasani, Colin Raffel, Barret Zoph, Sebastian Borgeaud, Dani Yogatama, Maarten Bosma, Denny Zhou, Donald
Metzler, Ed H. Chi, Tatsunori Hashimoto, Oriol Vinyals, Percy Liang, Jeff Dean, William Fedus, “Emergent Abilities of Large Language Models”,
(https://arxiv.org/abs/2206.07682)

* Wang et al 22: Boshi Wang, Sewon Min, Xiang Deng, Jiaming Shen, You Wu, Luke Zettlemoyer, Huan Sun, “Towards Understanding Chain-of-Thought
Prompting: An Empirical Study of What Matters”, (https://arxiv.org/abs/2212.10001)

* Shi et al '22: Freda Shi, Mirac Suzgun, Markus Freitag, Xuezhi Wang, Suraj Srivats, Soroush Vosoughi, Hyung Won Chung, Yi Tay, Sebastian Ruder, Denny
Zhou, Dipanjan Das, Jason Wei, “Language Models are Multilingual Chain-of-Thought Reasoners”, (https://arxiv.org/abs/2210.03057)

* Zhang et al ‘23: Zhuosheng Zhang, Aston Zhang, Mu Li, Alex Smola, “Automatic Chain of Thought Prompting in Large Language Models”
(https://openreview.net/forum?id=5NTt8GFjUHkr)

* Gao et al '23: Luyu Gao, Aman Madaan, Shuyan Zhou, Uri Alon, Pengfei Liu, Yiming Yang, Jamie Callan, Graham Neubig, “PAL: Program-aided Language
Models” (https://arxiv.org/abs/2211.10435)

* Chen et al 22: Wenhu Chen, Xueguang Ma, Xinyi Wang, William W. Cohen, “Program of Thoughts Prompting: Disentangling Computation from
Reasoning for Numerical Reasoning Tasks” (https://arxiv.org/abs/2211.12588)

* Schick et al '23: Timo Schick, Jane Dwivedi-Yu, Roberto Dessi, Roberta Raileanu, Maria Lomeli, Luke Zettlemoyer, Nicola Cancedda, Thomas Scialom,
“Toolformer: Language Models Can Teach Themselves to Use Tools” (https://arxiv.org/abs/2302.04761)



https://arxiv.org/abs/2201.11903
https://arxiv.org/abs/2205.11916
https://arxiv.org/abs/2210.00720
https://arxiv.org/abs/2305.10601
https://arxiv.org/abs/2206.07682
https://arxiv.org/abs/2212.10001
https://arxiv.org/abs/2210.03057
https://arxiv.org/abs/2211.10435
https://arxiv.org/abs/2211.12588
https://arxiv.org/abs/2302.04761

Thank You!
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