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Announcements

•Logistics:
•Presentation information out: 

https://pages.cs.wisc.edu/~fredsala/cs839/fall2024/files/presentation_info_24.pdf

•Sign-up: https://docs.google.com/spreadsheets/d/1-
F0ukUWYB4Ud_CsNlyGwas7MFVAAppuSw99eym4SXhM/edit

•Homework 2: Out tonight

•Class roadmap:
Tuesday Oct. 8 Alignment

Thursday Oct. 10 Efficient Training

Tuesday Oct. 15 Efficient Inference

https://pages.cs.wisc.edu/~fredsala/cs839/fall2024/files/presentation_info_24.pdf
https://docs.google.com/spreadsheets/d/1-F0ukUWYB4Ud_CsNlyGwas7MFVAAppuSw99eym4SXhM/edit
https://docs.google.com/spreadsheets/d/1-F0ukUWYB4Ud_CsNlyGwas7MFVAAppuSw99eym4SXhM/edit


Outline

•Alignment and RLHF
•Finish up last time, Basic alignment idea, goals, 
mechanisms, RL review, RLHF steps

•Why Does It Work?
•Failures of supervised learning, knowledge-seeking 
interactions, abstains

•Variations + Open Questions
•Direct Preference Optimization (DPO), RLAIF, other 
techniques
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From last time: Cross-modal Techniques

A powerful adaptation approach: ORCA (Shen et al ‘23)

•Adds: distribution alignment step (align then refine)

•Distribution alignment is via OTDD 



ORCA: Stage 1

Let’s understand each stage of ORCA

•Stage 1: compatibility for inputs and 
outputs

•Custom input and output embedders 
that depend on the task

• Input example: convolutional layers for 
image settings
•Output example: average pooling+linear 

layer for classification



ORCA: Stage 2

Let’s understand each stage of ORCA

•Stage 2: distribution alignment

•Intuition:
•Change embeddings so target features 

resemble source features

•Learn the function ft that minimizes 
distance between

 (ft(xt),yt) and (fs(xs),ys) 



ORCA: Dataset and Distributional Distances

Want: learn the function ft that minimizes distance between

 (ft(xt),yt) and (fs(xs),ys) 

•How?

•Need a distance function on these dataset

•Here, optimal transport dataset distance (OTDD)

•What is OT?



In optimal transport, we solve

•Want to “move” distribution on x to one on y
•Output is a joint distribution with the original source and target

•But there’s a cost to moving x to y, given by c(x,y)  

Interlude: Optimal Transport

Cost or distance 
of moving x to y

The two marginals we care 
about, i.e., on x and y
(for us, source and target)



In optimal transport, we solve

•What is the deal with the joint distribution γ?
•Defines a “plan” for how to move source to target

•What is the deal with the cost function c(x,y)
•Defines how expensive each move is

Interlude: Optimal Transport

Applegate et al ‘11



In optimal transport, we solve

•Cost given by distance: Wasserstein distance

•Gives a distance on distributions, i.e., 

Interlude: Optimal Transport



What should this cost/distance c(x,y) be for us?

•For inputs x, pretty easy: feature vectors in spaces that have 
distances, e.g., ||x-x’||

•For outputs y, not so easy

•A clever idea:
•Replace y with P(X|y)

•Even harder? No, just use Wasserstein: W(P(X|y),P(X|y’)) 
•Approximate this with a Gaussian: closed form too!

Interlude: Dataset Distance

-



ORCA: Distributional Distances

Want: learn the function ft that minimizes distance between

 (ft(xt),yt) and (fs(xs),ys) 

•Need a distance function on these distributions

•Here, optimal transport dataset distance (OTDD)

i.e., Euclidean 
distance

p-Wasserstein distance on 
P(x|y)Alvarez-Melis and Fusi, ‘20



ORCA: Stage 3

Let’s understand each stage of ORCA

•Stage 3: fine-tune the input and 
output network weights 

•For particular tasks
•Or, could do any other variant of what 

we’ve talked about…



ORCA: Results

Extremely good, even against state-of-the-art results

•Compare to Neural Architecture Search (NAS)
•Produces custom architectures that improve state-of-the-art 

performance for various tasks
•Same procedure on many types of tasks works well:



Alignment: Basic Motivation

Goal: produce language model outputs that users like better…

•Hard to specify exactly what this means,

•Easy to query users

Collect human feedback and use it to change the model

•Can do this by fine-tuning, especially with instructions

•Doesn’t quite capture what users want

•We’ll use other approaches, like RLHF



RLHF: Setup

Goal: produce language model outputs that users like better…

•Via RL with trained reward model (Ouyang et al ‘222)

Chip Huyen



RLHF: Feedback

First stage: get human feedback to train reward model

•Fix a set of prompts

•Produce multiple outputs for each prompt
•Can get them from the original model post-SFT, or otherwise

•Ask human users which is better
•Binary output
•Can do more

• Rank more questions



RLHF: Reward/Preference Model

Second stage: train reward model

•Use the human feedback to train/fine-tune another model to 
reproduce the metric

•Preference model

https://huggingface.co/blog/rlhf



RLHF: Reward/Preference Model

Second stage: train reward model

•Use the human feedback to train/fine-tune another model to 
reproduce the metric

•Loss? Based on preference models,
•Example: Bradley-Terry model

•Then, our reward model loss is based on the log likelihood,



RLHF: Reward/Preference Model

Note: we don’t have to always do this from scratch

•Pretrained reward models available

•Benchmarks for this: 

Lambert et al ‘24



RLHF: Fine-Tuning with RL

Third stage: RL

•Use an RL algorithm

•Goal: produce outputs that have high reward

RL formulation:

•Action space: all the tokens possible to output

•State space: all the sequences of tokens

•Reward function: the trained reward model

•Policy: the new version of the LM, taking in state and 
returning tokens

World

Agent

Actions

Observations



Reinforcement Learning Review

We have an agent interacting with the world

•Agent receives a reward based on state of the world
•Goal: maximize reward / utility

World

Agent

Actions

Observations

($$$)



RL Review: Theoretical Model

Basic setup:
•Set of states, S

•Set of actions A

•Information: at time t, observe state st ∈ S. Get reward rt

•Agent makes choice at ∈ A. State changes to st+1, continue

Goal: find a map from states to actions maximize rewards.

World

Agent

Actions

Observations

A “policy”



RL Review: Markov Decision Process (MDP)

The formal mathematical model:
•State set S. Initial state s0. Action set A

•State transition model:
•Markov assumption: transition probability only depends on st and at, and 

not previous actions or states. 

•Reward function: r(st)

•Policy:                            action to take at a particular state. 



RLHF: RL Approach

What approach for RL stage?

•Many deep RL methods available

•Policy gradient methods

•Popular: PPO (Proximal Policy 
Optimization)
•Main difference from vanilla policy 

gradient, you constrain change to 
policy at each step (Schulman et al)

World

Agent

Actions

Observations



Break & Questions
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Why RLHF?

Why should we do this?

•Why does supervised fine-tuning by 
itself not give our goal results?

•Many hypotheses; this section 
inspired by Yoav Goldberg’s blog:
• https://gist.github.com/yoavg/6bff0fecd6

5950898eba1bb321cfbd81

• Itself based on Schulman’s talk
•https://www.youtube.com/watch?v=h

hiLw5Q_UFg

https://gist.github.com/yoavg/6bff0fecd65950898eba1bb321cfbd81
https://gist.github.com/yoavg/6bff0fecd65950898eba1bb321cfbd81


Why RLHF? Ways To Interact

Three “modes of interaction”:

•text-grounded: provide the model with text, instruction 
("what are the chemical names mentioned in this text“),

•knowledge-seeking: provide the model with question or 
instruction, and expect a (truthful) answer based on the 
model's internal knowledge

•creative: provide the model with question or instruction, 
expect some creative output. ("Write a story about...")



Why RLHF? Knowledge-seeking

Three “modes of interaction”:

•knowledge-seeking: provide the model with question or 
instruction, and expect a (truthful) answer based on the 
model's internal knowledge

•This is hypothesized to require RL. Why does SL fail?
•Case 1: know the answer: fine.
•Case 2: don’t know the answer. Supervised learning forces 

memorization, cannot produce “don’t know”.
•Worse, SL on case 2 encourages model to lie…



Why RLHF? Knowledge-seeking with RL

Three “modes of interaction”:

•knowledge-seeking: provide the model with question or 
instruction, and expect a (truthful) answer based on the 
model's internal knowledge

•Why does RL succeed?
•Case 1: know the answer: fine. Get a reward
•Case 2: don’t know the answer. Sometimes make it up and get a 

reward if lucky, most of the time low reward
•Encourages truth telling. 



Why RLHF? Abstains

Additionally, we’d like our model to abstain

•SL will really struggle with this 
•Usually no abstains in datasets
•Even if there were, “generalization” here means 

abstaining on similar questions? Difficult

•RL still challenging, need to produce high reward 
for “don’t know”, but specific to model

•One way to craft a reward function:
•High reward: correct answers
•Medium reward: abstain
•Negative reward: incorrect



Break & Questions
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RLHF Problems

Lots of challenges!

•Casper et al, “Open Problems and Fundamental Limitations 
of Reinforcement Learning from Human Feedback”

•Challenges everywhere, all three phases:
• In human feedback,
• In obtaining reward model,
• In obtaining the policy



RLHF Problems: Human Feedback

•Need to obtain some kind of “representative” collection of 
feedback providers

•Simpler:
•Some people have biases
•Mistakes due to lack of care (standard in crowdsourcing)
•Adversarial data poisoners

•Harder:
• In tough settings, what is “good” output?
•Possible to manipulate humans



RLHF Problems: Human Feedback

•Additionally, need high-quality data.

•Expensive to hand-craft good prompts to drive feedback

•Feedback quality:
•Tradeoffs in feedback levels 
• Ideally, rich
•But harder to work with to train reward



RLHF Problems: Reward Model

•Values can be difficult to express as a reward function

•May need to combine multiple reward functions:
•What’s a “universal” one? People are different

•Reward Hacking
• In tough settings, what is “good” output?
•Possible to manipulate humans



RLHF Problems: Training

•The RL in RLHF can be difficult

•Also, learned policies do not necessarily generalize to other 
environments

World

Agent

Actions

Observations



RLHF Alternatives

•Direct preference optimization (DPO)
•Bypass separate trained reward model: just use preference 

information directly (Rafailov et al,‘23)
•How? Model a preference distribution from samples, integrate into 

a single loss (one-stage approach)

•Gradient step:



RLHF Alternatives

•Many new approaches:
•A good survey: Ji et al ’24

•New approaches to rewards, 
new forms of feedback 
(including AI feedback), etc

•Popular research area!
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Thank You!
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