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Announcements

•Logistics: HW 3 will be released on Tuesday

•Presentations: About 75% signed up, please sign up!

•Class roadmap:
Thursday Oct. 24 Evaluation

Tuesday Oct. 29 Multimodal Foundation 
Models

Thursday Oct. 31 Diffusion Models

Tuesday Nov. 5 Scaling & Scaling Laws

Thursday Nov. 7 Security, Privacy, Toxicity + 
Future Areas



Outline

•Evaluation Intro & Benchmarks
•Challenges, benchmark requirements, popular 
benchmarks, HumanEval, MMLU and variants, HELM

•LLM-as-a-judge 
•Basic setup, framework for automated evaluation, 
biases, bias reduction studies and techniques

•Variations
•Combining automated evaluation with benchmarks: 
AlpacaEval, agentic benchmarks 
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Model Evaluation Basics

Traditional approach in ML:

•Measure accuracy or a related metric on a test set

•Or perform cross-validation, etc.

•Can switch from accuracy to

other metrics: AUC-ROC, F1

non-scalar metrics like the 

confusion matrix, etc.

Could still do some of these…

all instances

test

train



Model Evaluation Basics

For large language models, a bit more complex

•Far more general capabilities

•Space of outputs much larger than multiclass classification!
•Many answers might be right!

•What do we need for an evaluation system? Some pieces:
•Dataset
•Metrics
•Mechanism to compute metrics on model



Example: HumanEval

Chen et al ’21 introduced Codex 

•Essentially a fine-tuned version of GPT3 for code

•How to evaluate?
•Output is now code---lots of ways to write “good” code

•Example:



Example: HumanEval

Chen et al ’21 introduced Codex 

•What do we need for an evaluation system?

•Dataset: “a set of 164 handwritten programming problems”
•Each problem: definition, some metadata, variable # of test cases
• “Programming tasks … assess language comprehension, reasoning, 

algorithms, and simple mathematics”



Example: HumanEval

Chen et al ’21 introduced Codex 

•What do we need for an evaluation system?

•Metrics: pass@k metric
•Generate k samples, check if any sample passes all unit tests
•To decrease variance, generate multiple sets of k samples

• n samples (n=200, k=100), take k-element subsets out of n. Count number c 
of solutions, then estimate 

• Check for yourself that this is unbiased!



Example: HumanEval

Chen et al ’21 introduced Codex 

•What do we need for an evaluation system?

•Mechanism: need to run the procedure
• “we developed a sandbox environment to safely run untrusted 

programs against unit tests."



Example 2: MMLU

Hendrycks et al ’21 MMLU 

•“Measuring Massive Multitask Language”

•Idea: measure model knowledge
•0-shot or few-shot
•Do this across many different areas: 57 total 

across high school / college settings 
•15908 total questions

•Note: models are quite good at MMLU now!
•But GPT3 still struggled on certain areas back then
•Still in use!



Example 2: MMLU

Hendrycks et al ’21 MMLU 

•Dataset: 15908 Qs from 57 areas

•All multiple choice with 4 options

•Validation/test split: 1540/14079 Qs

•Example:



Example 2: MMLU

Hendrycks et al ’21 MMLU 

•Metrics: Accuracy

•Computed over all Qs within a domain
•And overall aggregate, 
• “Few-shot models up to 13 billion parameters 

(Brown et al., 2020) achieve random chance 
performance of 25% accuracy, but the 175 billion 
parameter GPT-3 model reaches a much higher 
43.9% accuracy”

•Not too different from classical ML



Example 2: MMLU

Hendrycks et al ’21 MMLU 

•Mechanism: craft prompts
• “The following are multiple choice questions (with 

answers) about [subject].”
•End prompt with “Answer: ”
• Look at probabilities for tokens A,B,C,D (the 

answer choices) to obtain final answer

•Two settings: 0-shot and few-shot
•Few-shot: Add 5 demonstration examples first 



MMLU Issues

MMLU’s success has inspired some variants, 

•MMLU-Pro (Wang et al ‘24)

•Harder---but also smaller variance in results

Wang et al ‘24



MMLU-Pro

Improvements:

•MMLU has 4 multiple choice answers, MMLU-Pro has 10
• I.e., more possible “distractors” 

•MMLU predates chain-of-thought, so most questions are 
not affected by CoT. MMLU-Pro has more “reasoning” type 
questions 

•Expert reviews for questions (question noise a major issue)

•More flexibility in answering, 
• “use the regular expression ‘answer is \(?\([A-J]\)?\)’”



MMLU-Pro

Results:

Wang et al ‘24



MMLU-Redux

Gema et al ’24, ” Are We Done 
with MMLU?”

Idea: locate bad questions in 
MMLU and fix them

•Example: 

•Leads to smaller but higher-
quality dataset (3000 Qs)

Gema et al ‘24



MMLU-Redux

Gema et al ’24, ” Are We Done with MMLU?”

Error “taxonomy” 

Gema et al ‘24



Beyond Individual Benchmarks

Just one benchmark can only tell us so much, even if broad

•An overall assessment of a model must be more holistic

•“Holistic Evaluation of Language Models” (Liang et al ‘24)

•Multiple component benchmarks, multiple metrics

Liang et al ‘24



Break & Questions



Outline

•Evaluation Intro & Benchmarks
•Challenges, benchmark requirements, popular 
benchmarks, HumanEval, MMLU and variants, HELM

•LLM-as-a-judge 
•Basic setup, framework for automated evaluation, 
biases, bias reduction studies and techniques

•Variations
•Combining automated evaluation with benchmarks: 
AlpacaEval, agentic benchmarks 



LLM-as-a-judge Idea

Building our own benchmark for every task: very hard

•Need to acquire the data, select the metric, develop the 
mechanism
•Expensive and slow

•What if we had access to some oracle?
•Human expert? Also too expensive

•Replacement: just ask the strongest other model to ”judge”
•Fast, relatively cheap



LLM-as-a-judge Idea

Example (Zheng et al ‘23):

•Note: can either directly

evaluate one model

or

compare a pair of models,

as in this example. 

Zheng et al ‘23



LLM-as-a-judge Idea

Some additional advantages over benchmarks

•Do not need close-ended questions

•Can deal with very long responses 

•Zheng et al ‘24 study three types of LLM-as-a-judge ideas:
•Pairwise comparisons (between models)
•Single answer grading (assign a score to one model’s answer)
•Reference-guided grading (when we have access to a solution)



LLM-as-a-judge Issues

Unsurprisingly, there are some problems with this approach

•Some of which we’ve already discussed earlier in our class

•Issue #1: Position bias
•Note: also an issue with MMLU (thus MMLU-Pro’s approach of 

creating multiple versions of the same question)

Zheng et al ‘23



LLM-as-a-judge Issues

Unsurprisingly, there are some problems with this approach

•Some of which we’ve already discussed earlier in our class

•Issue #2: Verbosity/length bias
• Longer answers tend to be preferred even if vague 

•Issue #3: Self-enhancement bias
• I.e., LLM-generated answers are preferred by LLMs

•Issue #4: General lack of capability



Evaluating LLM-as-a-judge Approaches

How do we know that LLM-as-a-judge works?

•We must evaluate the evaluator 
•And maybe the evaluate that evaluation recursively ☺ 

•One approach: correlate with human expert judgements

Zheng et al ‘23



LLM-as-a-judge Studies

Lots of recent studies:

•“Large Language Models are Inconsistent and Biased 
Evaluators” (Stureborg et al ‘24)

•“Large Language Models are Not Yet Human-Level Evaluators 
for Abstractive

 Summarization”

 (Shen et al ‘23)

•“Humans or LLMs as

 the Judge? A Study 

on Judgement Bias” 

(Chen et al ‘24)
Chen et al ‘24



LLM-as-a-judge Studies

Extensions

•Juries/panels: Verga et al ‘24 “Replacing Judges with Juries: 
Evaluating LLM Generations with a Panel of Diverse Models”

•Theoretical guarantees: Jung et al ‘24, “Trust or Escalate: LLM 
Judges with Provable Guarantees for Human Agreement”

•Personalization: Dong et al ‘24, “Can LLM be a Personalized 
Judge?”

•Much more, very active area of research!



Break & Questions
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Combining Benchmarks with LLM-as-a-judge

Nothing stops us from doing both of these

•Example: AlpacaEval (Dubois et al ‘24)

•“We evaluate a model by measuring the fraction of times a 
powerful LLM (e.g. GPT-4) prefers the outputs from that 
model over outputs from a reference model.”



Combining Benchmarks with LLM-as-a-judge

•AlpacaEval (Dubois et al ‘24)
•Current leaderboards for official model submissions

https://tatsu-lab.github.io/alpaca_eval/



Combining Benchmarks with LLM-as-a-judge

Example: AlpacaEval (Dubois et al ‘24)

•Can use to quickly evaluate user-created models & 
techniques:

Adversarial cheating 
technique

Zheng et al ‘24

Mixture-of-agents 
based approaches

Wang et al ‘24

https://tatsu-lab.github.io/alpaca_eval/



Much more…

Example: “agentic” benchmarks 

•WebArena (Zhou et al ‘24)
•Evaluate model-based agents’ abilities in a web sandbox. 
•Setup: four task areas, “online shopping, discussion forums, 

collaborative development, and business content management.”
• Access to tools & knowledge bases.



Much more…

Example: “agentic” benchmarks 

•WebArena (Zhou et al ‘24)



Much more…

Example: “agentic” benchmarks 

•SWE-bench (Jimenez et al ‘24)
•Agents must act as software developers in complex codebases
•Current: As of 2 days ago (Oct. 22), Claude 3.5 Sonnet gets 49% 



Thank You!
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