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Announcements

•Logistics:
•Homework 1 is ongoing!
•Llama 3.2 out (try it!) 

•Class roadmap: Thursday Sept. 26 Prompting I

Tuesday Oct. 1 Prompting II

Thursday Oct. 3 Specialization

Tuesday Oct. 8 Alignment

Thursday Oct. 10 Efficient Training
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https://www.llama.com/
https://huggingface.co/collections/meta-llama/llama-32-66f448ffc8c32f949b04c8cf


Outline

•Intro to Prompting-Review from Last Time
•Terminology: zero-shot, few-shot, in-context, etc, prompt 
characteristics: format, examples, orders

•Improving and Extending Prompting
•Searching for good prompts, techniques for 
continuous/soft prompts, ensembling

•Intro to Chain-of-Thought
•Basic idea, zero-shot and few-shot, choosing examples 
for few-shot, tree-of-thoughts
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Prompting: Ask Your Model

Essentially, ask your model to perform your goal task

Example: sentiment analysis task

•Prompt:  “Text: The visuals were lacking and the 
characters felt flat. Sentiment:”

•Result: “Negative”



Prompting: Zero-shot vs Few-shot

Terminology:

•Zero-shot: No “examples” provided to the model.

•Few-shot/in-context learning: Provide “examples”

Zhao et al '21



Prompting: Few-shot vs. In-context learning

Terminology conflicts! Note: we have 
a set of labeled examples. Could 
fine-tune! 

Few-shot: sometimes means fine-
tune on this dataset, then prompt

In-context learning: do not fine-
tune. Model weights unchanged. 

Weng / SST

Dong et al, ‘23



Few-Shot Choices

Examples/structure affect performance:

1. Prompt format (affects everything)

2. Choice of examples

3. Order of examples (permutation)

Zhao et al '21



1. Prompt Formats

The choice of model affects the prompt format

Masked language model: “Cloze”-style prompt
•“I love this movie, it is a [Z] movie:”

Left-to-right language model: prefix prompt
•“I love this movie. What is the sentiment 
of this review?”

  
Note: eval datasets have pre-created prompts. 
• LAMA (LAnguage Model Analysis): Cloze prompts



1. Prompt Formats: Recent Models

Modern instruction-tuned models have more complex 
instructions/formats

•The good: more natural way to tell the model what to do 

•The bad: searching over formats/templates increasingly 
challenging

•Example: (White et al, ‘23): "From now on, I would like you to 
ask me questions to deploy a Python application to AWS. 
When you have enough information to deploy the 
application, create a Python script to automate the 
deployment.”



Diao et al ‘23

2. Choice of Examples

How to pick appropriate examples in few-shot?

•Note: only a “small’ number of examples can be shown, 
unlike in supervised learning. 

Many options. Sampling:
• Liu et al, ‘21: kNN in embedding 

space (semantic similarity)
• Su et al, ‘22: Encourage diversity 

in embeddings
• Diao et al, ’23: “Active 

prompting” 



3. Order of Examples

What order to show them to the model?

•Findings:
•Model size doesn’t guarantee low-variance
•Adding more examples doesn’t reduce variance
•Good prompts don’t transfer from one model to another  
•Good orders don’t transfer 



Break & Questions
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Hard Prompting 

Also called zero-shot. 
•Note: terminology conflict with another area called zero-shot 

learning

“Hard prompt discovery is a specialized alchemy, with many good 
prompts being discovered by trial and error, or sheer intuition

(Wen et al ‘23) 

•Note: not just for language models! 



Zero-shot Generalization

Most exciting aspect of zero-shot: don’t need to have been 
explicitly trained or fine-tuned. 

•Example: Multitask Prompted Training Enables Zero-Shot 
Task Generalization

Sanh et al ‘22

Recipe
• Pretrain
• Fine-tune 

• Multitask



Hard Prompting: Discrete Optimization 

Sometimes, can avoid gradients 
•Random search
•Greedy 

Prasad et al ‘23



More on Auto-Prompting

LLMs as “prompt engineers” (Zhou et al, ‘23)
•Use an LLM to generate candidate instructions (prompts)
•Evaluate them externally
•Select best candidate. 
•Optionally iterate.

Example Output: 
• “Let’s work this out in a 

step by step way to be 
sure we have the right 
answer.”



More on Auto-Prompting

LLMs as “optimizers” (Yang et al, ‘23)
•Use the LLM to guess solutions to an optimization problem
•Evaluate them externally
•Run in a loop with few-shot

•Can use for
•Standard optimization problems
•Tougher settings like prompts 



LLMs as Optimizers: Example

Example:
Meta-instructions

Trajectory points

Problem to be solved



LLMs as Optimizers: Prompt Optimization

Resulting trajectory



Hard Prompting: Text Optimization 

Sometimes, can even “generalize” autodiff’

•TextGrad

Yuksekgonul et al ’24



Soft Prompting 

Also called continuous prompting

Basic idea: insert some (non-language) parameters into 
prompt
•Train these parameters 
•Do not directly correspond to words in prompt



Soft Prompting: Prefix-Tuning 

Goal: create prefixes that steer models

•Prefixes are trainable parameters

•Train one for each goal task, only store these new 
parameters

•Enables cheap adaptation of frozen language model

Li and Liang ‘21



Soft Prompting: Composing

What about multimodal models?

•Vision-language models like CLIP

•Not great composed concepts like old tiger

•Tune on [attribute] [object] pairs

Nayak et al ‘21



Ensembling Prompts

One prompt can give you an answer… but might be 
wrong

•One simple approach: get multiple samples

•From?
•Change temperature parameter
•Vary your prompts

Then, run majority vote

Witnesses

Votes



Ensembling Prompts: Weighted Version

Downside of majority vote… most responses might be 
wrong
•Should weight them by how accurate they are

Chen et al, ‘23



Prompting VLMs and Multimodal Models

Training and prediction in CLIP-style VLMs

OpenAI



How to Prompt VLMs?

Standard way: use pre-defined templates

•E.g., “a photo of a [X]” 

•But, might struggle…

OpenAI



LLMs to Improve VLMs: Description

Static class descriptions may fail…
•Replace with descriptive features (Menon and Vondrick, ‘23)
• Instead of “tiger”, include “stripes, claws, …”



LLMs to Improve VLMs: Spurious Features

This helped with positives.
•What about negatives (i.e., spurious features?)
•Example: waterbirds with CLIP

•Spurious correlations: generally a problem 
with all pretrained models
•But LLMs can also tell us about this (Adila ‘23)



LLMs to Improve VLMs: Spurious Features

Modify embeddings used for prediction:



How to Prompt VLMs, Image Models?

Generally, all the methods for language cases apply

•Especially soft prompts

•Often part of “inversion” pipelines (Gal et al ‘22)



In-Context Learning for VLMs

Surprisingly in-context/few-shot also applies to visual models

•Standard questions apply here too:
•How to select examples
•What makes for a good example?

Zhang et al ‘23



Break & Questions
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Chain-of-Thought

Performing complex reasoning is hard. Help the model:

Wei et al ‘22



Chain-of-Thought: Applications

Some things it can be used for:

• Math problems

• Commonsense 
reasoning

• Symbolic reasoning



Chain-of-Thought: Zero-Shot

No examples shown; encourage model to decompose
•Add to prompt: “Let’s think step by step” before each answer
•For answer extraction, add prompts like “Therefore, the 

answer (arabic numerals) is” (Kojima et al ‘23)



Chain-of-Thought: Few-Shot Examples

As before, we must choose few-shot examples. 
•More structured than simple semantic similarity
•Complexity-based prompting. 

• “[S]imply choose complex prompts over simple ones.”

•Prompting: include most steps. Ensembling: MV over set of 
most complex chains.

Fu et al ‘23



Chain-of-Thought: Generalizations

How do we really “reason”?
•Not really by sampling a bunch of chains… 

Yao et al ‘23
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Thank You!
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