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Announcements

*Logistics: Homework 2 Due Today
*Presentations: Most have signed up---thank you!
*Project information: Coming out this week
*Class roadmap:

Thursday Oct. 23 More reasoning
Tuesday Oct. 28 Multimodal models

Thursday Oct. 30 Scaling Las



Outline

*Introduction to LLM-Powered Agents

*Motivation, Goals, Differences vs classical agents /
standard LMs, overall architecture and key components

* Multiagent Systems

*Motivation, simulations, architectures and design,
communication

*Evaluation and Challenges
*New benchmarks, realism, open problems
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Motivation: From LLMs To Agents

Standard LLMs are static

*But we want interactive systems

* Want systems that can reason, use
tools, and act autonomously

 Want FMs that can be actors, not
just predictors

*Useful survey: Wang et al ‘25
“Large Language Model Agent: A
Survey on Methodology"

503.21460v1 [cs.CL] 27 Mar 2025

Large Language Model Agent: A Survey on
Methodology, Applications and Challenges

Junyu Luo, Weizhi Zhang, Ye Yuan, Yusheng Zhao, Junwei Yang, Yiyang Gu, Bohan Wu, Bingi Chen,
Ziyue Qiao, Qingging Long, Rongcheng Tu, Xiao Luo, Wei Ju, Zhiping Xiao, Yifan Wang, Meng Xiao,
Chenwu Liu, Jingyang Yuan, Shichang Zhang, Yigiao Jin, Fan Zhang, Xian Wu, Hanqing Zhao,
Dacheng Tao, Fellow, IEEE, Philip S. Yu, Fellow, IEEE and Ming Zhang

Abstract—The era of intelligent agents is upon us, driven by revolutionary advancements in large language models. Large Language
Model (LLM) agents, with goal-driven behaviors and dynamic adaptation capabilities, potentially represent a critical pathway toward
artificial general intelligence. This survey systematically deconstructs LLM agent systems through a methodology-centered taxonomy,
linking architectural foundations, collaboration mechanisms, and evolutionary pathways. We unify fragmented research threads by
revealing fundamental connections between agent design principles and their emergent behaviors in complex environments. Our work
provides a unified architectural perspective, examining how agents are constructed, how they collaborate, and how they evolve over time,
while also addressing evaluation methodologies, tool applications, practical challenges, and diverse application domains. By surveying
the latest developments in this rapidly evolving field, we offer researchers a structured taxonomy for understanding LLM agents and
identify promising directions for future research. The collection is available at https://github.com/luo-junyu/Awesome-Agent-Papers.

Index Terms—Large language model, LLM agent, Al agent, intelligent agent, multi-agent system, LLM, literature survey

+

1 INTRODUCTION

A rtificial Intelligence is entering a pivotal era with the
emergence of LLM agents—intelligent entities powered
by large language models (LLMs) capable of perceiving
environments, reasoning about goals, and executing ac-
tions [1]. Unlike traditional AI systems that merely respond
to user inputs, modern LLM agents actively engage with
their environments through continuous learning, reason-
ing, and adaptation. This shift represents a technological
advancement and a fundamental reimagining of human-
machine relationships. Commercial LLM agent systems
(e.0.. DeepResearch. DeenSearch. and Manus) exemolifv this

once required human expertise, from in-depth research to
computer operation, while adapting to specific user needs.
Compared to traditional agent systems [2], LLM-based
agents have achieved generational across multiple dimen-
sions, including knowledge sources [3], generalization ca-
pabilities [4], and interaction modalities [5]. Today’s agents
represent a qualitative leap driven by the convergence of
three key developments: @ unprecedented reasoning capabil-
ities of LLMs [6], ® advancements in tool manipulation and
environmental interaction [7], and ® sophisticated memory
architectures that support longitudinal experience accumu-
lation [8], [9]. This convergence has transformed theoretical
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Pre-LLMs: Classical Agent Models

Much of this work predates FMs/LLMs,

* A common framework: PEAS (Performance,
Environment, Actuators, Sensors)

*Agent types:
* Reactive, deliberative, hybrid
*Reinforcement learning is a standard paradigm for

agents
* Convenient since we already use it for LLMs




Agents vs. Models

Key differences:
*Models: static mappings (i.e., input-output pair)

* Agents: lots of additional possibilities:
* Act, observe, remember, adapt

*The advantage of LLMs to power agents is their
* Flexible interfaces,
* Reasoning capabilities



Architecture of LLM-Powered Agents

High-level components: input, memory, planner, tools,
*Input: whatever we have access to

*Memory: as simple as context window, but

*Planning: reasoning-based decomposition etc

*Tools: similar to our earlier discussion on integrating tool use



Memories

Interactive agents require the use of memory
|.e., we need to store state/other useful information

*Simplest approach: use LLM context window as the memory
*Increasingly tractable with very long-context windows

*Previously, had to create memory systems
*E.g., MemGPT (Packer et al ‘24)

LLM Finite Context Window (e.g. 8k tokens)

Prompt Tok
! N -
i System Instructions
Read-Only (static) Read-Write -Write
MemGPT System Prompt Write via Functions Write via Queue Manager
Read via Functions
Write via Functions




Interlude: Long Context Windows

*Simplest approach: use LLM context window as the memory
* Increasingly tractable with very long-context windows

*Note that the advertised long context may not be realistic!

*Liu et al 23 (“Lost in the Middle: How Language Models Use
LO ng CO nteXt S" ) 20 Total Retrieved Documents (~4K tokens)

*Needle-in a haystack benchmarks
* Numerous variants
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Position of Document with the Answer

@& gpt-3.5-turbo-0613
== gpt-3.5-turbo-0613 (closed-book)



Reasoning and Planning

Classic Al problem (decompose

task, plan)
. . Ve | (1d) ReAct (Reason + Act) ]
* Addressable via reasoning hought. 1+ 1 need to seazeh Apple Remore and £ind the

program it was originally designed to interact with.

Act 1: Search[Apple Remote]

Ca pabllltles Of LLIVIS’ Obs 1: The Apple Remote is a remote control introduced in
October 2005 by Apple .. originally designed to control the
: N M Front Row media center program ..
*Including older methods: chain-of-
Thought 2: Apple Remote was originally designed to control
thought tree_Of_thoughtS Self_ the Front Row media center program. I need to search Front
4 4

Row next and find what other device can control it.
Act 2: Search[Front Row]

[ ]
reﬂeCt|On Obs 2: Could not find [Front Row]. Similar: ['Front Row

Seat to Earth', 'Front Row Motorsports',' [Front Row

* Example: ReAct (Reason + Act) ot

Thought 3: Front Row is not found. I need toc search [Front

(Yao et al 23) R {sottnare

Act 3: Search[Front Row (software) ]

f ] Obs 3: Front Row is a discontinued media center software ..
e l (1) Hotspot QA J A
. ) ) Thought 4: Front Row (software) is controlled by an Apple
Question: Aside from the Apple Remote, what other device Remote or the keyboard function keys. So the answer is
can control the program Apple Remote was originally keyboard function keys.
) ) ) Act 4: Finish[keyboard function keys ]
designed to 1nteract with? L

\. J




Tool Use

Standard component in agentic settings

*Where do we get tools?
* APIs, web search, etc
*Or, in some cases use of physical tools

*Most agent frameworks permit the use of web/code-based
tools

* Major challenge: tool usage is noisy




Tool Noise/Uncertainty

Lots of sources of error,

Call the wrong tool, interpret output incorrectly, fail to chain
together tools in the right way

*Ex: Agentic Insurance Underwriting Benchmark

“Tool use errors: Across models, including top performers,
agents made at least one tool call error in 36% of the

conversations despite access to the metadata required to
use tools properly.”

e e i
{"query": “SELECT DISTINCT NAICS_Code, Description FROM i

LIKE 'swheat flour%' OR Description LIKE '%scorn flours'"}

S==s==sss=ssssssssssssssssssssssssss=ssss=sssse==  regd_Query ss=sssss=sss==ss====
rror: ToolException('Error executing tool read_query: SQLite error: no such column

https://huggingface.co/datasets/snorkelai/Multi-Turn-Insurance-Underwriting



Creating New Tools

Note that LLMs can both use & create tools

*For example, LATM (Cai
* Powerful model

tool creator, less |
powerful is user

24)

—

Tool proposing input

Input 1: Five animals are
arranged in an unknown
order.

Conditions:

ra
e

<l

% is the second one
> 8

Question:

What animal is the third

one?

Output 1: .

inut e
Output k: ***

Please write a generic
Python function to solve this

N

type of problems /

—

/Tool maker side — only run once on a powerful model

.

f(/

Tool proposing output

from itertools import
permutations

def find_order(objects,
conditions):
for order in
permutations(objects):
valid = True
for condition in
conditions:
if not
condition(order):
valid = False
break
if valid:
return order

\IP=

S—

Tool user side — run several times
on a lightweight model

Tool using output

LI | L
9

animals = ("%, ' '8
condition1 = lambda order:
order.index(' *¥') > order.index(' = ')
condition2 = lambda order:
order.index(' .. ') < order.index(' = ")
cpﬁnditionB = lambda order: order[1] ==
condition4 = lambda order:
order.index(' .. ') > order.index(' &8 ")

conditions = (condition1, condition2,
condition3, condition4)

order = find_order(animals, conditions)

print(order[2])

\

//
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Break & Questions



Outline

* Multiagent Systems

*Motivation, simulations, architectures and design,
communication



Multi-Agent Systems

One advantage of agentic approach: can create multiple
agents that cooperate to perform tasks. Why?

*Scale up workers, permit specialization

*Of course, inspired by earlier work,
*Pre-LLM agent networks called “swarms”,
* And distributed computing more broadly

* Also useful for simulations
e Park et al ‘23



Interlude: Societal Simulations

Popular new area,
* Difficult to perform large-scale studies of human behavior,

*Try to set up a simulation of how humans interact via agents

Joining for coffee at a cafe

Taking a walk
in the park
-— iR ¥

&  Sharing news with colleagues

-
e .
2 )
o B | .
X % —,,f,,”
A= || I ;‘:
B DA —— |1 i
s s
—

upcoming mayoral election?

_\' 7 : e, :‘ ‘ i E "‘i ' know who is
e 5 80 0 NTYY Hy VX I X FOT P9
Park et al ‘23




Interlude: Societal Simulations

Popular new area,

*Try to set up a simulation of how humans interact via agents

e|tself a large multi-agent system: must tackle each of the
design questions

Perceive

Generative Agent Memory

Retrieved Memories

Retrieve

Memory Stream

Reflect

Act

Memory Stream

2023-02-12 2
2023-02-1

2023-02-1
2023-02-13 2
2023-02-13 22:48:10: Isabella Rodriguez is stratching
2023-02-13 22:33:30: shelf is idle

2023-02-13 2

33:30: desk is neat and organized
2023-02-13 22/33:10; Isabella Rodriguez is writing in her jourmal
2023-02-13 22:18:10: dask is idle

2023-02-13 22118:10: Isabella Redriguez is taking a break
2023-02-13 21:49:00: Bed is 1dle

2023-02-13 21:48:50: Isabella Redriguez is cleaning up the
kitchen

48:50
s0
10

dle

2023-02-13 21:48
2023-02-13 21:19:10
2023-02-13 21:18:10: dask is idle

oz is watching a movie

¢ is organized and tidy

2023-02-13 21:18:10: Isaballs Redriguez is reading a book
2023-02-13 21:03:40: bed is idle
2023-02-13 21:03:30

rafrigerator is idle
2023-02-13 21:03:30: desk is in use with a laptop and some papers
on it

Q. What are you looking forward to
the most right now?

Isabella Rodriguez is excited to be planning a
Valentine's Day party at Hobbs Cafe on
February 14th from 5pm and is eager to invite
everyone to attend the party

retrieval recency  importance relevance

234 = ‘ 0.91 + 063 . 0.80 ‘
ordering decorations for the party

221 = [ 087 + 063 + o7 ‘
researching ideas for the party

2.20 = ‘ 085 + 073 * 062 ‘

I'm looking forward to the
Valentine's Day party that

I'm planning at Hobbs Cafe!




Multi-Agent Systems: Architectures

Lots of design choices to make!
*For example, centralized vs. decentralized

*Centralized: typically an “orchestrator” present that can tell
other agents what to do.

Initiator an d Aggregated result based on
combined, compared, and
llector agent selected results
Ag t1 p| Inwcmedine Agent 2 4>{ mmr:‘nﬁ:m e J Ag t >
¢ ¢ Model, Model
knowledge, knowledg
Sub agent 1.1 Sub agent 1.2 and tools and tool
Model, Model,
knowledge, knowledge,
and tools and tools

Microsoft



Architecture Search

Lots of design choices to make!

*Can borrow principles from neural architecture search to
construct an overall agent architecture

*Example: Zhang et al ‘25, “Multi-agent Architecture Search
via Agentic Supernet”

Building Blocks ) (&% Simple arithmetic | (. R —
OCOT O Reflexion ReAct Agentlc 125¢ 21 =2 Task g l:
Debate I/O O Web search . Sup ernet N ) e : . —

% Highschool Physi +Reflexion+Debate
OE\ raluator-optimizer O Exit : O O _ O ?; mt’(’:hsfc::ois ysics LA s =
------------- A N i Task il [ tion

: Debate ' () Reflexion Tl: J

' & ) y O O O —I-. _.(T

: % % 1, ,foutputu - 1 “feedback

i [IPOP- | _ feedback

(eXeXeXeXe) { ----- Q

: : Task

: ‘ . I_’




Multi-Agent Systems: Communication

Critical: each agent has access to

information that is consistent with =~

others,

*But communicating everything
between every pair of users is
expensive. =

*Nice blog on the challenges:
“Don’t Build Multi-Agents” (Yan
’25 / Cognition)

RRRRRR

Task
Agen D oooooooooooo § actions so far
aaaaaaaaaaaaaa
ubtask 1 f \ Subtask 2
Subage (O subtask 2 werk
ult 1 \ j Result 2
Agen
combines the results D
(O combining work
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Break & Questions



Outline

*Evaluation and Challenges
*New benchmarks, realism, open problems



Evaluation and Benchmarks

As we discussed, lots of complexity to evaluating LLMs/FMs in
general, and agentic systems in particular

*Typically cannot just compute accuracy on predictions,

* More broadly, static metrics are not informative enough.
Instead, measure several:
* Task completion, | ......

® Effl C I e n Cy’ Model % Resolved % Score Avg Steps AvgCosts($) Org Date Environment Model Trajs Screenshot

V/'H'H
1V

.S f y MUEE.+ o .
aret , Geminizs  AM% 518%  NJ/A N/A

Flash

*Cost s 00

OpenHands-

Versa + 33.1% 43.2% 46.45 163 CMU 2025-06-14 Claude 3.5 Sonnet v v
Claude

Sonnet 4

M
il

apT 40 ‘o

X1

OpenHands-
Versa + 30.9% 40.2% 5273 3.70 CMU 2025-06-14 Claude 3.5 Sonnet v v

Claude 3.7

Sonnet

httos://the-agent-companv.com/#/leaderboard



Evaluation and Benchmarks

Lots of popular benchmarks from 2023 onwards
* Already talked about: WebArena, SWE-Bench
* AgentBench (Liu et al ‘24):

Real-world Challenges 8 Distinct Environments
(On an Ubuntu bash terminal) -
Recursively set all files in the directory to
read-only, except those of mine. _ : %
Operating |S—.
(Given Freebase APIs) . \ System Database
What musical instruments do Minnesota- =
born Nobel Prize winners play? L L M as Age nt ("
(Given MySQL APIs and existed tables) i Large ! /
Grade students over 60 as PASS in the table. ! Language ' Knowledge | |Digital Card
® e ! ! Graph
(On the GUI of Aquawar) Agent ! Models 1| | i came
This is a two-player battle game, you are a il B Wittt << +
player with four pet fish cards ...... II Interaction
A man walked into a restaurant, ordered a bow/ E“- ------------------ K | - ?
of turi"!e soup, :and after ﬁpishr'ng it, he ! b ' Interactive H House Lateral Think
committed suicide. Why did he do that? i . 1 . )
Environ | Environments Holding ¥ -ing Puzzles
(In the middle of a kitchen in a simulator) -ment 1 __ == |
Please put a pan on the dinning table. \ / W= = =
(On the official website of an airline) | Ju I G [4 = |
Book the cheapest flight from Beijing to Los - Web Web ——
Angeles in the last week of July. ) Shopping Browsing l_l




Benchmark Realism

Increasingly important: how meaningful are the agentic tasks?
*Good performance on trivial/unrealistic tasks is not useful
*Example: “The Agent Company” (Xu et al ‘24)

Simulated Diverse

seeo Realistic Tasks i arrange meeting room
Col'l::ague/ ) Professional GOl & &
afh =
o D “." 2 . DS analyze spreadsheet
o 'd action .
Engineer { ROCKETCHAT Own( lou 5 SDE  prepare code release
m
0 - ? m HR resume screening
L 12 -

PM team sprint planning

CTO ~_ Agent
() observe Finance reimburse travel bills
> 1
HR Terminal access bills consult Mike St,zo/rz
Reproducibl Checkpoint-based o ! @ ‘! @O @
DT C e . . ) - ) - o :
Siis Environment  Evaluation ek reimbuse confim seimburs



Major Challenges

What'’s left to study? Some examples:

*How do we scale up memories?
*Personalization for agents

*Reliable tool use across environments
*Self-evolving/self-improving systems
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Thank You!
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