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Announcements

•Logistics: Grades for HW1 soon, project info as well

•Presentations: submit your proposals

•Class roadmap:
Thursday Oct. 23 More reasoning

Tuesday Oct. 28 Multimodal models

Thursday Oct. 30 Scaling Laws

Tuesday Nov. 4 Diffusion Models

Thursday Nov. 6 Security, Privacy, Toxicity + 
Future Areas



Outline

•Reasoning Review & Test-Time Scaling
•Back to CoT, reasoning types, test-time scaling, 
understanding & improving TTS, reasoning in pretraining

• Verifiers and Rubrics
•Types of verifiers, weak verifiers, verifier design, rubrics, 
examples 

•Multimodal Reasoning
•From unimodal to multimodal reasoning, evals
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We’ve seen some approaches for inducing reasoning in 
LLMs/FMs

• In multiple ways,
• At inference time: chain-of-thought
• During post-training: via SFT or RL
• Even during pre-training

•In all cases, we’ll need signal for 

correctness (and lots of choices for getting it)

Back to Reasoning



Review: Chain-of-Thought

Simple but can obtain a big boost in 
performance

•Downsides: linear path, limited 
exploration

• Recall only helps in some areas

•Early form of test-time scaling

• (more coming in a few slides)



Review: Chain-of-Thought Variants

•Tree-of-Thoughts et al: permits branching and backtracking 
(important for more complex reasoning)

•Enables exploration of multiple reasoning paths

•External harness that requires intervention (plus lots of 
compute)



Breaking Down Reasoning Types

Not all forms of reasoning will have equal performance,

•Example: deductive vs. abductive reasoning gaps (Dougrez-
Lewis et al., 2025)

•Need to evaluate specific forms of reasoning & improve them



We often talk about scaling up models

•Traditional scaling: 

• Model size, data amount, compute amount 

•Test-time scaling: increase inference compute 

• More samples, 

• Longer chains (in specific ways)

•  Intuition: “monkeys at typewriters” — more attempts at 
inference increase chance of hitting the correct answer.

Test-Time Scaling



Example: Large Language Monkeys

Generate candidate solutions,

• Rank & select with a verifier

• AKA Best-of-n

Two key goals:

•Coverage, precision



Example: Large Language Monkeys

Coverage: depends on dataset, model

• Precision: sample dependent!



How to Induce Test-Time Scaling?

S1 paper: simple approach

•Curate a dataset and train on it

•Control amount of thinking

• “Wait” (make longer)

• “End” (keep short)

Muennighoff et al ‘25



And In Pretraining…

Scaling laws (coming up) predict performance 

•But are coarse (just use compute, data, model size)

•Reasoning & knowledge have 

dissimilar scaling laws.



Break & Questions
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Why Verifiers?

How do we know reasoning is correct? Use some tool…

•Gap between oracles & other approaches

• E.g., reward models, confidence scores, etc.

• From monkeys paper:

•Goal: obtain verifiers

that get close to oracle



Verifier Types

•Rule/program-based

• Ask for code output and run over the code 

•Model-based (for example, LLM-as-a-judge, reward models)

•Generative verifiers

• Permit reasoning as well

Zhang et al ‘24



Improving Verifiers

Can use the same tricks we’ve seen for inference

•E.g., run multiple times and aggregate 

• Example: Weaver (Saad-Falcon et al ‘25)



Verification Dynamics

For generative verifiers, what choice should we make?

• Similar to asking what LLM-as-a-judge model to pick

• A nice analysis: Zhou et al ‘25:



Verifiers Don’t Tell Us Everything

• A verifier ideally tells us about correctness

• Can use for RLVR

•We may also want to know about other notions of quality

• Implicitly did this for RLHF, but that was not eval

• This leads to rubrics 



•Evaluate along multiple dimensions. For example,

• Clarity, 

• Factuality, 

• Safety

•Abandon single-score metrics

• Get richer feedback 

• Can tune against these results

Rubrics: Basics

Codio



Early Rubric-Based Systems

•Not a new idea:

• Prometheus (Kim et al ‘23). Dataset: 1K rubrics, 20K instructions, 
100K responses

• Fine-tune base LLM to create a rubric evaluator model



Rubric-Based Evaluation: HealthBench

High quality benchmark for healthcare that is rubric-based

•5000 "health conversations”

• 48K rubric criteria!

Arora et al ‘25



Rubric-Based Evaluation: HealthBench

•Can separate criteria into themes



Break & Questions
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Multimodal Reasoning: Introduction

•Real-world reasoning involves non-text modalities

• E.g., visual reasoning, or reasoning over videos

• This means integrating perception & language

•Key challenge: cross-modal alignment & reasoning

LLaVA-o1 (Xu et al ‘24)



Techniques: Lift From Unimodal Cases

Example: Multimodal CoT (Zhang et al ‘23)

• Two-stage breakdown. First generate rationale by using vision 
features

• Then rationale is reasoned over to produce final answer



Techniques: Lift From Unimodal Cases

Another example: knowledge graph (KG) usage

• MR-MKG (Lee et al ’24)

• Example: question requires multiple steps/associations

• KG structured knowledge helps reasoning 



Challenges in Multimodal Reasoning

• Abstract pattern reasoning is still hard

• Two kinds of errors (perceptual & logic) means errors 
compound

• Evaluation is more challenging: need cross-modal 
verification + rubric evaluation

• Many new benchmarks, ex: VisuLogic (Xu et al ‘25)



Thank You!
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