CS 540: Introduction to Artificial Intelligence

Final Exam: 12:25-2:25 pm, December 21, 1999

Room 1221 Computer Sciences

CLOSED BOOK

(one new sheet + the midterm sheet of notes allowed)

Write your answers on these pages and show your work.  If you feel that a question is not fully specified, state any assumptions you need to make in order to solve the problem.  You may use the backs of these sheets for scratch work.

Write your name on this and all other pages of this exam. Make sure your exam contains seven problems on nine pages.
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Problem 1 – Neural Networks [35]

[15] a) Formulate Neural Networks Backpropogation Learning as a Search Problem by describing the following items:

Search Method:

State (Hypothesis) Space:

Initial State:

Goal Test (State) / Evaluation (Value) Function:

Operators (or Successor Function):

Path Cost (if it applies):

Heuristic Function (if it applies):

[20] b) Given the following network, pass through the example (0, 1) with expected output 1 and update the weights (assume thresholds are fixed) using backprop.  Use the sigmoid activation function for the hidden and output nodes. Show the calculations.

Sigmoid(x) = 
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Problem 2 – Decision Trees [15]

Given the following training examples show the decision tree that would be learned by ID3 using information gain. All features and target are boolean valued. Here are some logarithm you might need:  log2(1) = 0, log2(2) = 1, log2(3) = 1.6, log2(4) = 2, log2(5) = 2.3, and log2(6) = 2.6.  Also, log(x/y) = log(x) - log(y). Show the calculations.
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Problem 3 – Experimental Methodology [10]

Describe the Cross-Validation method.

Problem 4 – Prolog / SLD-resolution [5]

Can we prove Member(2, [3, 2, 4]) from the clauses below using Prolog ? 

(Hint: ask  <= Member(2, [3, 2, 4])). Show the steps.

Member(x, [x | l]) <=

Member(x, [y | l]) <= Member(x, l)

Problem 5 – Uncertainty Reasoning [5]

We are given the following information concerning probabilities and features:

P(F1 = 1 | Out = +) = .25

P(F2 = 1 | Out = +) = .45

P(F1 = 1 | Out = -) = .65

P(F2 = 1 | Out = -) = .6

P(F1 = 1) = .41

P(F2 = 1) = .51

P(Out = +) = .6

P(Out = -) = .4

Assuming that F1 and F2 are independent, we have that:

P(F1 ^ F2) = P(F1) x P(F2)

P(F1 ^ F2 | Out) = P(F1 | Out) x P(F2 | Out) 

What is the P(Out = + | F1 = 1 ^ F2 = 1) ? What is the P(Out = - | F1 = 1 ^ F2 = 1)?

Note: you do not need to normalize the results.

Naive Bayes gives the answers with the greatest value.

Problem 6 – FOIL [10]

What prevents FOIL from covering negative examples? Explain this part of the FOIL algorithm.

Problem 7 – Planning [20]

[6] a)  You are at the beach and wish to go swimming.  Define two STRIPS operators for the actions GetInWater(x) and LeaveWater(x), where GetInWater puts you in the WATER and makes you wet and LeaveWater takes you out of the  WATER and drys you off. You can only get in the WATER if you are at the same location as it is and if you are wearing a swimming suit.  You can only leave the WATER if you are currently in the WATER.  Use the following predicates and constant:
(i) At(x, y) means object x is at location y.

(ii) In(x,y) means object x is in y.

(iii) WearingSuit(x) means object x is wearing a swimming suit.

(iv) Wet(x) means object x is wet.

(v) WATER is a constant denoting a body of water.

[8] b)  Define successor state axioms for the In and Wet predicates using situation calculus and the above predicates and actions.

[6] c) Consider the partially-ordered plan given on the following page.  All links shown are causal links.

(i) What link is currently threatened in this plan?

(ii) Describe two ways of resolving this threat.
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