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1 Introduction

Ranking policies are central to information retrieval
and recommender systems, yet evaluating new poli-
cies is challenging because online experiments are
costly and risky. Small changes to ranking mod-
els can significantly affect user experience and busi-
ness outcomes, making reliable offline (off-policy)
evaluation a critical component of system develop-
ment. Off-policy evaluation (OPE) methods estimate
the performance of counterfactual policies using data
logged under a production policy, thereby avoiding
direct user exposure [2].
Researchers proposed a variety of estimators for

OPE, including inverse propensity scoring (IPS) [5],
self-normalized IPS (SNIPS) [6], and doubly robust
(DR) methods [3]. Beyond these estimators, system-
level frameworks such as Genie [1] have also been
developed, using open-box simulation and log replay
to improve counterfactual evaluation in sponsored
search. Complementary to these directions, Causal
Transfer Random Forest (CTRF) combines limited
randomized-experiment data with large-scale logs to
learn invariant decision structures and improve ro-
bustness under covariate shift, enabling scalable of-
fline policy estimation in sponsored search [7].
In our prior work on counterfactual evaluation [4],

we proposed a domain-adapted reward model that
leverages importance weighting to reduce bias when
training on source-domain logs, and demonstrated
that this approach improves upon vanilla IPS and
simple direct methods. Building on that foundation,

this paper shifts focus toward a controlled simulation
environment. By generating synthetic ads, policies,
and user responses, we can systematically evaluate
the role of domain adaptation and compare multiple
estimators—including Direct Method, SNIPS, and
Doubly Robust—against ground-truth values. Our
goal is to provide a comprehensive study of how do-
main adaptation influences off-policy evaluation of
ranking policies in a controlled simulation.

2 Simulation Environment

We build a controlled simulation that mimics a pro-
duction ads-ranking stack while retaining access to
ground truth. A catalog of 10,000 ads is generated
with feature vectors and scored by an oracle reward
function: a randomly initialized, then frozen, multi-
layer perceptron (MLP) with a sigmoid output that
maps each ad a to its true conversion probability
r∗(a) ∈ [0, 1]. This fixed oracle defines the data-
generating mechanism and lets us compute the true
value of any policy for benchmarking.

To emulate production, we first train a logging
policy as a pointwise ranking MLP. Training data
are created by uniformly sampling ads and draw-
ing r ∼ Bernoulli(r∗(a)) using the oracle probabil-
ities. The logging policy is trained with binary cross-
entropy (BCE) loss and, at serving time, ranks ads
by its scores, thereby inducing the source distribution
and propensities PπS

(a | C).
We then introduce a shifted “domain” policy—
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another MLP, potentially with different feature
masks or architecture—trained on interaction data
collected while serving the logging policy (ads se-
lected by the logger, labels supplied by the oracle),
again with a pointwise BCE objective. This mirrors
candidate models trained on biased logs from an ex-
isting production system.
Our goal is to evaluate the domain policy with-

out target-domain labels. We therefore construct
two datasets: (i) a labeled source dataset by serving
the logging policy (features, 0/1 labels), and (ii) an
unlabeled target dataset by serving the domain pol-
icy. From the source dataset, we perform off-policy
evaluation using propensity-based estimators such as
Vanilla IPS. We reweight the observed outcomes by
the target-to-logging propensity ratio to correct for
the fact that the target policy would have selected a
different set of actions than the logging policy.
We train reward models (MLPs) on the labeled

source dataset and adapt them to the target distri-
bution using importance weighting during training
to emphasize source examples that are more likely
under the domain policy. We then apply a Direct
Method (DM) on the unlabeled target dataset: the
adapted reward model predicts per-impression con-
version probabilities that we aggregate under the do-
main policy to obtain an offline value estimate. Be-
cause the oracle is known, we can compute ground-
truth policy values and quantify the error of IPS, DM
(with/without adaptation), and related variants un-
der controlled distribution shifts. This provides a
concise yet rigorous testbed for studying off-policy
evaluation and domain adaptation in ads ranking.
In the next section, we provide a comprehensive ex-

planation of the evaluation methodology for ranking
policies, including propensity-based estimators (e.g.,
IPS and its variants), reward-modeling approaches
such as Direct Method with domain adaptation, and
the metrics used to assess estimator accuracy.

3 Policy Evaluation

We now describe our framework for evaluating rank-
ing policies in the simulation environment. Our goal
is to estimate the expected value of a target policy

πT , defined as the expected user conversion rate un-
der the distribution of ads that πT would select.

3.1 Datasets and Notation

We evaluate ranking policies in a single-slot setting
where each ad request t produces a random set of ten
ad candidates Ct = {a1t , . . . , a5t}. A policy π assigns a
score sπ(a) to each candidate ad a ∈ Ct. The final ad
to be presented to the user is then selected greedily,
using maximum score to fill in the slot.

The source domain consists of logged impressions
collected by serving the production policy πS with
observed outcomes:

DS = {(ai, ri, Ci)}Ni=1, Ci = {a1i , . . . , a5i },
ai ∼ PπS

(· | Ci), ri ∈ {0, 1}. (1)

The target domain mirrors this construction for the
target policy πT but without user labels; instead, it
carries reward-model predictions for the selected ad:

DT = {(aj , r̂j , Cj)}Mj=1, Cj = {a1j , . . . , a5j},
aj ∼ PπT

(· | Cj), r̂j = r̂(aj) ∈ [0, 1]. (2)

3.2 Evaluation Methods

We consider four evaluation methods:

Ground Truth. In simulation, we can compute
the true value of the target policy by combining the
oracle conversion probabilities with the target pol-
icy’s selection distribution:

VGT(πT ) =
∑
a

PT (a) r
∗(a).

Direct Method (DM). The DM estimator uses
the reward model trained on the source domain to
predict user responses across all ads:

V̂DM(πT ) =
∑
a

PT (a) r̂(a).
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Self-Normalized IPS (SNIPS). The SNIPS es-
timator reuses the logged source-domain impressions
and reweights them to match the target policy:

V̂SNIPS(πT ) =

∑nS

i=1 wiri∑nS

i=1 wi
, wi =

PT (ai)

PS(ai)
.

Doubly Robust with Self-Normalized IPS
(DR-SNIPS). We consider the doubly robust es-
timator where the IPS correction term is self-
normalized. This approach augments the low-
variance Direct Method (DM) estimate with a correc-
tion term based on logged data, using self-normalized
importance weights:

V̂DR-SNIPS(πT ) =
∑
a

PT (a) r̂(a)

+
1∑nS

i=1 wi

nS∑
i=1

wi

(
ri − r̂(ai)

)
.

All estimators target the same underlying quantity
V (πT ), the expected value of the target policy. In
simulation, VGT serves as the benchmark. DM relies
solely on the reward model, SNIPS relies solely on
logged outcomes, and DR-SNIPS balances the two by
combining model predictions with logged corrections
using self-normalized weights.

4 Experiments

We evaluate our approach in a controlled simulation
without user contexts. The simulator generates a
pool of 10,000 ads {ai}10000i=1 , each drawn i.i.d. from
N (0, I10) where I10 represents the 10-dimensional
identity covariance matrix. The oracle reward func-
tion fθ is a 3-layer ReLU MLP with sigmoid out-
put, defining ground-truth conversion probabilities
P (r = 1|a) = fθ(a). Rewards are sampled from
Bernoulli(fθ(a)).
Policy setup. Ads are served through a ranking-
based delivery policy: from a random subset of 5 ads,
the ad with the highest score is selected. The source
(production) policy is a neural network similar to the
oracle but restricted to a subset of features. It is

trained with cross-entropy loss on randomly sampled
ads and their oracle-based labels. Using this trained
source policy, we collect a logged dataset DS . Target
policies are then trained on DS , each with a different
architecture or feature mask. For each target policy
we also sample an unlabeled dataset DT of impres-
sions.
Reward models. For each target policy, we train
a reward model on DS . We compare two weighting
strategies:

1. No domain adaptation: Unweighted strategy.

2. Domain adaptation: Importance weighting

with ŵ(a) = n(a)/nT

ñ(a)/nS
where nS = |DS |, nT =

|DT |, n(a) and ñ(a) are ad counts in DT and
DS .

All models minimize the weighted cross-entropy loss.

5 Results

Figure 1 reports the estimation error of each method,
defined as

error =
| VGT − V̂ |

VGT
.

Doubly robust (DR) estimator with do-
main adaptation achieves the lowest error over-
all, confirming its robustness to distribution shift.
In contrast, the direct method (DM) on both
the source and target domains performs comparably,
while SNIPS improves upon DM but does not reach
the accuracy of DR. Importantly, domain adaptation
consistently improves on unweighted DR, yielding the
most accurate estimates across all settings.

6 Conclusions

We present a simulation framework to systematically
study offline evaluation of ranking policies under dis-
tribution shift. Our experiments demonstrate that
domain-adaptive reward models effectively reduce es-
timation bias. The doubly robust estimator with do-
main adaptation consistently achieves the lowest es-
timation error, outperforming both direct methods
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Figure 1: Comparison of evaluation methods with
and without domain adaptation. DM: direct method,
SNIPS: self normalized IPS, DR-SN: doubly robust
with self-normalized weights.

and importance sampling baselines. While the Di-
rect Method (DM) shows minimal sensitivity to do-
main adaptation, it performs slightly worse than the
doubly robust approach. SNIPS demonstrates the
poorest performance among all methods tested, per-
forming worse than both DM and doubly robust es-
timators.
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