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Take-Home Message

 We play "white hat hackers”.

 We optimally poison the training
set to mislead machine learners to
specific wrong models.

* This is done via a bilevel
optimization framework and KKT
conditions.

Identifying Attacks by the

KKT Conditions

For convex and regular objective O; and
continuous search space D (e.g. continuous
features space), we reduce the framework to a
single-level constrained optimization problem via
the Karush—Kuhn—Tucker (KKT) conditions of the
lower-level problem
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Where f = 0 represents the equality constraints
in KKT conditions and
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Bilevel Framework
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conditions.
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We convert it to the corresponding KKT conditions
(for w;
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The attacker wants to make the learned weight
close to the target weight w* by risk  Ra(p) =é|w1}—w"|§
and to minimally modify features by attacker’s
effort £,(0.0,) = 3)x - X,J3 Combining them we get the
KKT single-level framework
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Experiment

Learning task: given features of wine the learner
should classify good/bad wine.

Target weight: only correlated with feature
“alcohol” (the 11-th feature).

Attack behavior is mainly increasing/decreasing the
11-th feature for good/bad data.
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(a) attacker risk 14 (b) feature changes on positive data  (c) feature changes on negative data

Upper-level: attacker

i Lower-level: learner

e Using bilevel optimization to unify the attacker’s goal and the
learner’s response (learner’s objective function 0;).

* Closely related to machine teaching, which focuses on maximally
influencing/educating a human learner by designing the optimal

* Bilevel problem is NP-hard in general, but for a broad family of
attack settings we have efficient solutions by using the KKT

Attacker

Search space of feasible
) manipulations, e.g. data D
poisoned within budget

Learner

Training Data

O4(D,0p) |function, i.e.

Overall attacker objective

Oa(D,0p) = Ra(fp) + Ea(D, Dy)

(=) The hypothesis space

Empirical risk function

Regularizer

Constraint functions, can be

Ra(6p)

Attacker risk function, e.g. -
R4(0p) = [|0p — 07| .

nonlinear

i, |Thelearned model
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Logistic  O.(D.w.b) =) log (1 +exp(—yihi)) + % w3
Regression KKT Conditions
Learner Z —(1 — o(yihi))yizij + pw; = 0.

The attacker has the same risk and effort

function as in SVM. Combining the risk, effort and

the KKT conditions we get
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Experiment

Learning task: given word frequencies in emails,
the learner should classify them as spam/not
spam.

Target weight: The attacker wants to make the
weight on feature “credit frequency” close to zero
with minimal change of other weights. So we set
feature “credit frequency” in training data to zero
and refer the learned weight as the target weight.

The “credit” feature was increased/decreased for
+/- labeled data.
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Attacker effort function,
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Ordinary Least Square (OLS) the KKT conditions
is the objective it self
0.(D,B) = |ly — XB|>.

Learning task: learn the trend of #frozen days of
Lake Mendota. Attack goal: hide the lake warming
trend. Different attacker effort functions lead to
different attack behaviors.

The attacker wants to make the first dimensional
weight ,BAD’l non-negative and to minimize

response modification 6 (measured by 11 and |2
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