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Human category learning

s Basic decisions, such as identifying a mushroom as edible or not, involve
categorizing novel examples.

» How can we efficiently teach humans to make such decisions?

=« Which will be the best examples if we want a small training set?
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At decision time, stored examples are retrieved and a decision is made
based on their similarity to the novel example.

Capacity limitations [1]

= The memory retrieval process is stochastic and noisy.

= \Wrongly retrieved examples will lead to wrong results.
» Idealization of the training set leads to cleaner memory retrieval and hence
better decisions.

Our contribution

= Previous work has proposed idealization of training sets.
» But no systematic approach to find good training sets.

o We propose a systematic approach to find an optimal set for
fraining humans on probabilistic categorization tasks.
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Optimal teaching solution

Optimal teaching [2,3]
= Aims to find a training set that best teaches a hypothesis to a given learner.

» WWorks to the extent to which the model of the learner complies with the true
learning mechanism.

min loss(D) + effort(D).
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Optimal teaching for GCM
The Generalized Context Model [4]
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We found the capacity parameter y by fitting GCM to previous data on
a similar task from [1].
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Figure: (A) Different training sets and (B) their estimated performance.

o The low-capacity optimal training set 'Clump-Far' is idealized!
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Human experiments

The task "

Training Test Test distribution

Time

A B . C
S 0.75. Ml . 5075 g & | m Clump-Far
= 2 = 2 Spread
=g 090 _ £ 020, _Z 6.pm |
=2 0.25 52025 3 = 3 = Clump-Near
~ 2 0.00 &.0.00. g 0 = Random

0 Humans perform better on the optimal Clump-Far set
both in terms of lower loss and lower inconsistency.
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The human performance pattern closely follows the low-capacity model.

o This adds further evidence to the low-capacity
account of human categorization.
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Estimated and actual human performance on the
lID Random sets are positively correlated
Pearson's r=0.273, p<0.05.
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> > > People perform better when the optimal teacher uses a model of the learner that incorporates capacity limitations! € € £




