
Incorporating Domain Knowledge into Topic Modeling via 
Dirichlet Forest Priors

Users of topic modeling methods often have knowledge about the 
composition of words that should have high or low probability in various 
topics. We incorporate such domain knowledge using a novel Dirichlet 
forest prior in a Latent Dirichlet Allocation framework. The prior is a 
mixture of Dirichlet tree distributions with special structures. We present 
its construction, and inference via collapsed Gibbs sampling. 
Experiments on synthetic and real datasets demonstrate our model's 
ability to follow and generalize beyond user-specified domain knowledge.

Department of Computer Sciences
Department of Biostatistics and Medical Informatics

David Andrzejewski 
andrzeje@cs.wisc.edu

Xiaojin Zhu 
jerryzhu@cs.wisc.edu

Mark Craven 
craven@biostat.wisc.edu

University of Wisconsin-Madison
Madison, WI 53706 USA

Abstract

# ##

Must-Link 

Cannot-Link

Must-Link via Dirichlet Tree

*

*

*

#

Each internal node in a Dirichlet Tree distributes 
probability mass to its children according to a 
Dirichlet distribution parameterized by the edge 
weights, allowing different subsets of variables to 
have different variances, which cannot be 
accomplished with a standard Dirichlet.

IDEA: Place Must-Linked words together under an 
internal node with large (eta) edge weights.
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Collapsed Gibbs Sampling
The conjugacy of the Dirichlet 
Tree allows us to efficiently 
sample from the posterior of 
LDA with a Dirichlet Forest prior 
on topic-word multinomials..

Problem
Unsupervised topic models learn a decomposition of text documents into 
mixtures of multinomials over words ("topics").  However, these topics 
may not align well with user modeling goals (Topic 13 below contains 2 
distinct concepts).  The goal of this work is to provide the user with a 
mechanism for expressing preferences about the topics.

Composite Operations

cancer school

cure

school college

lottery

"Primitive" preferences

Wish Experiments
We use standard LDA to learn topics from a corpus of New Year's wishes submitted to 
the website of Times Square in New York City, treating each wish as an individual 
document.  We then interactively encode preferences using the Dirichlet Forest Prior, 
then re-run inference in order to refine these topics.

2) isolate([to,and,a...])1) Original topics

3) split([college,...],
[cure,...])

4) merge([love,marry,...],
[meet,married,...])

Cannot-Link via mixture of Dirichlet Trees 
(Dirichlet Forest)
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IDEA: Create "Cannot-Link" graph over words.  For each 
connected component, maximal cliques of the subgraph 
complement correspond to maximal "compatible" word sets.
For a single topic, randomly select one maximal clique for 
each connected component and construct a Dirichlet Tree 
with special structure that "favors" the chosen cliques.  This 
procedure implicitly defines our Dirichlet Forest mixture.

...then repeat for other connected components, 
then repeat entire procedure for each topic.
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Modified Graphical Model
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