
Dichotomy for Holant∗ Problems of Boolean Domain

Jin-Yi Cai∗ Pinyan Lu† Mingji Xia‡

Abstract

Holant problems are a general framework to study counting problems. Both counting Constraint
Satisfaction Problems (#CSP) and graph homomorphisms are special cases. We prove a complexity
dichotomy theorem for Holant∗(F), where F is a set of constraint functions on Boolean variables
and taking complex values. The constraint functions need not be symmetric functions. We identify
four classes of problems which are polynomial time computable; all other problems are proved to
be #P-hard. The main proof technique and indeed the formulation of the theorem use holographic
algorithms and reductions. By considering these counting problems over the complex domain, we
discover surprising new tractable classes, which are associated with isotropic vectors, i.e., a (non-zero)
vector whose inner product with itself is zero.
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1 Introduction

Many graph counting problems can be formulated as computing partition functions. For example
Independent Set can be formulated as follows: Given a graph G = (V,E), attach to every edge
e ∈ E the Nand function fe. For any vertex assignment σ : V → {0, 1}, define the weight function
wt(σ) =

∏

e={u,v}∈E fe(σ(u), σ(v)). Then wt(σ) 6= 0 iff σ−1(1) is an independent set. The counting
problem is to compute the partition function of spin-system Z(G) =

∑

σ wt(σ). By varying the edge
functions fe, other problems can be stated in a uniform way, e.g., Vertex Cover corresponds to the
Boolean Or function, and 3-Coloring corresponds to the Disequality function on domain size 3.
The functions fe need not be 0-1 valued. Nonnegative values are the most natural combinatorially,

but negative or complex values are also interesting. E.g., let H =
(

1 1
1 −1

)

be the Hadamard matrix,

which defines a function H(0, 0) = H(0, 1) = H(1, 0) = 1 and H(1, 1) = −1. The weight function
wt(σ) = ±1, and is −1 precisely when the induced subgraph on σ−1(1) has an odd number of edges.
Therefore, (2n − Z(G))/2 is the number of induced subgraphs with an odd number of edges. We will
demonstrate in this paper that, at a deeper level, by considering general complex valued functions1 we
gain a more structural understanding mathematically.

When every edge is attached the same symmetric edge function it is called a graph homomorphism
problem [29, 20]. There is also a long history in statistical physics community in the study of partition
functions. Ever since Wilhelm Lenz asked his student Ernst Ising [21] to work on what’s now known as
the Ising model, physicists have studied so-called “Exactly Solved Models” [2, 31]. In computer science
language, physicists’ notion of an “exactly solvable” system corresponds to systems with polynomial
time computable partition functions. Many physicists (Ising, Onsager, Fisher, Temperley, Kasteleyn,
C. N. Yang, T. D. Lee, Baxter, Lieb, Wilson e.t.c. [21, 32, 43, 44, 27, 36, 24, 25, 2, 28, 42]) contributed
to this intellectual edifice. But the physicists lacked a formal notion of what it means to be not “exactly
solvable”, which should correspond to #P-hardness. Great progress has been made on the complexity
of partition functions, giving classification theorems [16, 4, 19, 37, 6, 15, 5] in terms of polynomial time
tractability or #P-hardness. A major further research direction is when a #P-hard partition function
can be approximated [22, 14, 12, 23, 30, 33, 18].

Now consider the problem of counting perfect matchings. Given a graph G = (V,E), attach a
local constraint function fv to every vertex v ∈ V . For perfect matchings, let fv be the Exact-

One function. We now consider edges to be variables. For any assignment σ : E → {0, 1}, let
wt(σ) =

∏

v∈V fv(σ |E(v)), where E(v) are the incident edges at v. For fv = Exact-One, the weight
function wt(σ) 6= 0 iff σ−1(1) is a perfect matching. We define Holant(G) =

∑

σ:E→{0,1} wt(σ). Given
a choice of local constraint functions, a Holant problem on G is to evaluate Holant(G).

Holant problems were defined in [8], and the name was inspired by the introduction of Holographic
Algorithms by L. Valiant [41, 40] (who first used the term Holant). It is easy to simulate a partition
function by Holant. In fact Holant problems can simulate all #CSP problems. A #CSP problem
is specified by a bipartite graph G = (V,W,E) where each v ∈ V is a variable, each w ∈ W has a
constraint function fw, and N(w) = {v ∈ V | (v,w) ∈ E} is the (ordered) set of variables fw applies
to. The computational problem of a #CSP instance is to evaluate

∑

σ

∏

w fw(σ |N(w)), a sum, over all
assignments σ on V , of the products of all function evaluations fw on N(w). The partition function of
a spin system is a special case of #CSP where every w ∈ W has degree 2. On the other hand, given
any #CSP instance, if we assign Equality functions at every v ∈ V , and consider E as variables, then
the #CSP problem on G is reduced to a Holant problem2.

1To avoid any difficulties with models of computation, we restrict to functions taking algebraic numbers in C.
2On the other hand, Freedman, Lovász, and Schrijver [17] showed that counting perfect matchings cannot be expressed

as graph homomorphisms.
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To study which counting problems are computable in polynomial time (tractable) and which are
not (intractable), we try to characterize this by the function sets used as local constraints. An ideal
outcome in this line of research is to be able to classify, within a broad class of functions, every function
set either leads to tractable problems or is #P-hard. This is called a dichotomy theorem [34, 10, 35]
(By an analogue of Ladner’s theorem [26], such a dichotomy is false for the whole #P, unless P = P#P.)
Dichotomy theorems have been obtained for counting graph homomorphisms for successively broader
class of functions [16, 4, 19, 37, 6, 15, 5]. A sweeping dichotomy theorem for all #CSP with 0-1 constraint
functions over any finite domain was given by Bulatov [3]. An alternative proof is given in [11]. It can
be extended to functions taking non-negative rational values [1]. However in general when negative
values are allowed, cancelations occur, and this could lead to surprising P-time algorithms. Holographic
Algorithms precisely take advantages of such cancelations. By operating without restriction to non-
negative values, some deeper underlying mathematical structures become visible (cf. [19, 6]).

For any set of functions F , we use Holant(F) to denote the class of Holant problems using F .
Similarly #CSP(F) is the class of #CSP problems using F . Let EQ = {=k| k ≥ 1} denote the set of
Equality functions. Then #CSP(F) = Holant(F ∪ EQ) (i.e., #CSP = Holant with EQ for free.)

It turns out that allowing Equality functions for free has a major influence on tractability.
By making the presence of these Equality functions explicit, the Holant framework makes a finer
complexity classification than #CSP. While #CSP is Holant with EQ for free, we can consider other
special cases of Holant problems. It turns out that the set U of all unary functions are structurally
important. Tensor products by unary functions constitute all degenerate functions, which have played
a crucial role in many classification theorems. Holant∗ is the class of Holant problems where all unary
functions are free, i.e., Holant∗(F) = Holant(F ∪ U).

Previously we have studied Holant∗ problems for any set F of symmetric functions on Boolean
variables [9]. This study led to a complexity dichotomy theorem for all #CSP(F), where F is any set
of complex-valued constraint functions on Boolean variables [9]. This improves previously the strongest
dichotomy for Boolean #CSP(F) by Dyer, Goldberg and Jerrum [13], which applies to nonnegative-
valued constraint functions. The extension to complex-valued constraint functions not only extends the
scope formally, it also discovers inherent structural properties not visible for nonnegative numbers.

The main result in this paper is to prove a dichotomy theorem for all Holant∗(F), where F is any
set of complex-valued functions on Boolean variables, and these functions need not be symmetric. This
research is strongly influenced by the development of holographic algorithms and reductions [39, 40, 7, 8],
Indeed, they not only provide the main proof techniques but also aid in the discovery and formulation
of the theorem.

The theorem identifies four classes of functions F where Holant∗(F) is polynomial time computable.
These can be roughly described as follows: The first class F1 is tractable due to its arity, and
the computation is done by matrix product and taking trace. The second tractable class F2 is a
generalization of the so-called Fibonacci gates, denoted by F [8]. These are symmetric functions and
Holant∗(F ) is tractable. F2 generalizes this to functions that are not necessarily symmetric. Here
holographic transformations become crucial, which allow us to discover and to express this class in a
succinct and elegant way. It is basically Fibonacci gates under an orthogonal transformation3.

The third and fourth tractable classes F3, F4 depend even more fundamentally on holographic
transformations. It is also here that the complex domain C becomes essential. Over C there are so-
called isotropic vectors v 6= 0 which satisfy vTv = 0. (No nonzero real vector has this property.) F3

(resp. F4) are Fibonacci gates (resp. Matching gates, a class related to weighted matchings), after a
holographic transformation correlated with isotropic vectors.

Our dichotomy here is a generalization of the dichotomy in [9] for symmetric Holant∗ Problems. The

3In this paper, we actually present it slightly differently, in order to give a more succinct proof.
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symmetric dichotomy can be viewed as a special case of the dichotomy in this paper and on the other
hand also servers as the starting point for our reduction. Furthermore, by seeing the whole picture, we
also gain a deeper and clearer understanding of the tractable cases for the symmetric ones.

In Section 2, we give some formal definitions and state the main theorem. In Section 3 we prove the
tractability results. Section 4 gives a proof outline. In Section 5 we prove some useful algebraic lemmas.
In Sections 6 and 7 we prove that, assuming P 6= P#P, we have found all the tractable Holant∗(F).

2 Definition and statement

A (constraint) function, or synonymously a signature, of arity n ≥ 0, is a mapping from {0, 1}n → C.
A function of arity 0 is a constant. A function of arity 1 is called a unary function. We use the same
symbol F to denote the column vector indexed by {0, 1}n as an expression of F , listing all its values.
When we use it as a row vector we write F T. Sometimes it is also convenient to partition the variable
set into two parts {x1, x2, . . . , xn} = I ∪ J , and write F as a matrix with rows indexed by {0, 1}|I| and
columns indexed by {0, 1}|J |. This is particularly useful for a binary function F (x, y), whose matrix
form F = Fx,y is a 2 × 2 matrix, with row index x and column index y range over {0, 1}. We also use
this matrix form for functions of larger arities. For example, Fx1x2,x3

is a 4 × 2 matrix.
Suppose c ∈ C is a nonzero number. As constraint functions F and cF are equivalent in terms

of the complexity of Holant problems they define. Hence we will consider functions F and cF to be
interchangeable, denoted by F ∼= cF . The notation F ∼= 0 means that F is (identically) zero.

We denote by =k the Equality function of arity k. A symmetric function f on k Boolean variables
can be expressed by [f0, f1, . . . , fk], where fi is the value of f on inputs of Hamming weight i. Thus,
(=k) = [1, 0, . . . , 0, 1] (with k − 1 zeros), and (=2) = [1, 0, 1] (= (1, 0, 0, 1) in row vector form).

A signature grid Ω = (G,F , π) consists of a graph G = (V,E), and a labeling π of each vertex
v ∈ V with a function fv ∈ F . The Holant problem on instance Ω is to compute HolantΩ =
∑

σ:E→{0,1}
∏

v∈V fv(σ |E(v)). A Holant problem is parameterized by a set of signatures.

Definition 2.1. Given a set of signatures F , we define a counting problem Holant(F):
Input: A signature grid Ω = (G,F , π);
Output: HolantΩ.

We would like to characterize the complexity of Holant problems in terms of its signature sets4.

Definition 2.2. Let U denote the set of all unary signatures. Then Holant∗(F) = Holant(F ∪ U).

In [9], we proved a dichotomy theorem when F is a set of symmetric signatures.

Theorem 2.1. Let F be a set of symmetric signatures over C. Then Holant∗(F) is computable in
polynomial time in the following three Classes. In all other cases, Holant∗(F) is #P-hard.

1. Every signature in F is of arity no more than two;

2. There exist two constants a and b (not both zero, depending only on F), such that for all signatures
[x0, x1, . . . , xn] ∈ F one of the two conditions is satisfied: (1) for every k = 0, 1, . . . , n−2, we have
axk + bxk+1 − axk+2 = 0; (2) n = 2 and the signature [x0, x1, x2] is of the form [2aλ, bλ,−2aλ].

4We allow F to be an infinite set. Holant(F) is tractable means that it is computable in P even when we include the
description of the signatures in the input Ω in the input size. Holant(F) is #P-hard means that there exists a finite subset
of F for which the problem is #P-hard.
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3. For every signature [x0, x1, . . . , xn] ∈ F one of the two conditions is satisfied: (1) For every
k = 0, 1, . . . , n − 2, we have xk + xk+2 = 0; (2) n = 2 and the signature [x0, x1, x2] is of the form
[λ, 0, λ].

The dichotomy is still true even if the inputs are restricted to planar graphs.

An F-gate Γ, or a gadget, is a tuple (H,F , π), where H = (V,E,D) is a graph with some dangling
edges D. (See Figure 1 for one example.) Other than these dangling edges, an F-gate is the same as a

H


Figure 1: An example of an F-gate with five dangling edges.

signature grid. The role of dangling edges is similar to that of external nodes in Valiant’s notion [38, 41],
however we allow more than one dangling edges for a node. In H = (V,E,D) each node is assigned a
function in F by the mapping π (we do not consider “dangling” leaf nodes at the end of a dangling edge
among these), E is the set of regular edges, denoted as 1, 2, . . . ,m, and D is the set of dangling edges,
denoted as m + 1,m + 2, . . . ,m + n. Then we can define a function for this F-gate Γ = (H,F , π),

Γ(y1, y2, . . . , yn) =
∑

x1,x2,...,xm

H(x1, x2, . . . , xm, y1, y2, . . . yn),

where (y1, y2, . . . , yn) ∈ {0, 1}n denotes an assignment on the dangling edges and H(x1, x2, . . . , xm,
y1, y2, . . . , yn) denotes the value of the signature grid on an assignment of all edges. We will also call
this function the signature of the F-gate Γ. An F-gate can be used in a signature grid as if it is just a
single node with the particular signature.

Let g be the signature of some F-gate Γ. Then Holant(F ∪ {g}) ≤T Holant(F). The reduction is
quite simple. Given an instance of Holant(F ∪ {g}), by replacing every appearance of g by an F-gate
Γ, we get an instance of Holant(F). Since the signature of Γ is g, the values for these two signature
grids are identical. We say g is realized by the gadget Γ.

The most direct and general way to express a gadget and its function, is the graph of the gadget.
But in order to reason about this function, we need some simple and intuitive notations, especially
for two basic compositional constructions. The first operation is identifying two variables. We use
F xi=xj to denote the function of arity n − 2 realized by a function F of arity n ≥ 2, such that the two
dangling edges corresponding xi and xj are merged to become one (internal) edge. (See Figure 2 for
one example.)

The second operation is called juxtaposition. Suppose F is a function of arity n and I = {I1, . . . , Ik}
is a partition of [n]. If F (X) =

∏k
j=1 Fj(X|Ij

) for some functions F1, . . . , Fk, where X = {x1, . . . , xn}
and X|Ij

= {xs|s ∈ Ij} (we also denote it by Xj), then we say F can be decomposed into type I, or
simply F has type I. We denote such an F by F =

⊗

I(F1, . . . , Fk). If each Fj is the function of
some gadget, then

⊗

I(F1, . . . , Fk) is the function of the gadget which is the disjoint union of these
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Figure 2: An example of F x1=x2.

gadgets for Fj , with variables arranged according to I. When the indexing is clear, we also use notation
F1 ⊗ · · · ⊗ Fk. Note that this tensor product notation ⊗ is consistent with tensor product of matrices.
(See Figure 3 for one example.)

Figure 3: An example of juxtaposition
⊗

I(F,G) ∈ F , where I = {{1, 4}, {2, 3, 5}}.

We use F xj1
=U1,...,xjk

=Uk to denote the function of arity n − k realized by a function F of arity n
such that its input variable xjs is connected with the unary function Us, s = 1, . . . , k. F xj=0, F xj=1

and FU are respectively abbreviations for F xj=[1,0], F xj=[0,1] and F xj=U (where xj is clear from the
context). Note that [1, 0] and [0, 1] are two special unary functions.

We also use matrix multiplication, especially when gadgets are sequentially chained together. For
example, suppose A = Ax1,x2

, B = Bx3,x4
and C = Cx5,x6

are three binary functions. Then ABC
expresses the function (A ⊗ B ⊗ C)x2=x3,x4=x5 , which has the matrix form exactly the matrix product
ABC, indexed by x1 and x6. Note that A∅,x1

Bx2,∅ or ATB is the inner product of unary functions A
and B. Similarly, Ax1,∅B∅,x2

or ABT is the matrix form of the tensor product function
⊗

{{1},{2}}(A,B)
(or just A ⊗ B) of unary functions A and B.

We say a function set F is closed under tensor product (or more precisely under juxtaposition), if
for any A,B ∈ F and I = {I1, I2},

⊗

I(A,B) ∈ F . Tensor closure 〈F〉 of a set F is the minimum set
containing F , closed under tensor product. This closure exists, being the set of all functions obtained
by taking a finite sequence of tensor products from F .

Next we define several important sets of functions on Boolean variables. U is the set of all unary
functions. E is the set of all functions F such that F is zero except on two inputs (a1, . . . , an) and
(ā1, . . . , ān) = (1 − a1, . . . , 1 − an). In other words, F ∈ E iff its support is contained in a pair of
complementary points. We think of E as a generalized form of Equality. M is the set of all functions
F such that F is zero except on n + 1 inputs whose Hamming weight is at most 1, where n is the arity
of F . The name M is given for matching. T is the set of all functions of arity at most 2. Note that U
is a subset of E , M and T .

A binary function belongs to 〈U〉 iff its matrix form is degenerate. A ternary function F (x1, x2, x3)
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belongs to 〈T 〉 iff F xj=U ∼= 0 for some 1 ≤ j ≤ 3 and some unary U 6∼= 0. If furthermore the ternary
function F (x1, x2, x3) is symmetric, then the following statements are all equivalent: (1) F ∈ 〈T 〉; (2)
F ∈ 〈U〉; (3) F = [a, b]⊗3 for some unary [a, b]; and (4) FU ∼= 0 for some unary U 6∼= 0 (take U = [b,−a]
if [a, b] 6∼= 0, or any unary U 6∼= 0 if [a, b] ∼= 0).

Suppose F is a function set and M is a 2 × 2 matrix. We use MF to denote the set consisting of
all functions in F transformed by a matrix M ,

MF = {M⊗rF F |F ∈ F , rF = arity(F )}.

If the transformation matrix M is an orthogonal matrix, then we denote it by H; if M is one of

Z1 =
(

1 1
i −i

)

or Z2 =
(

1 1
−i i

)

, we denoted it by Z. Note that (1, ± i) is isotropic.

The following sets of functions will play a pivotal role: HE , ZE and ZM. Our main theorem is the
following complete classification of the complexity of Holant∗ problems.

Theorem 2.2. Let F be any set of complex valued functions in Boolean variables. The problem
Holant∗(F) is polynomial time computable, if (1) F ⊆ 〈T 〉, or (2) there exists an orthogonal matrix

H such that F ⊆ 〈HE〉, or (3) there exists a matrix Z ∈ {Z1 =
(

1 1
i −i

)

, Z2 =
(

1 1
−i i

)

} such

that F ⊆ 〈ZE〉, or (4) there exists a matrix Z ∈ {Z1, Z2} such that F ⊆ 〈ZM〉. In all other cases,
Holant∗(F) is #P-hard. The dichotomy is still true even if the inputs are restricted to planar graphs.

3 Tractability

The tractability part is given by the following theorem.

Theorem 3.1. Holant∗(〈T 〉), Holant∗(〈HE〉), Holant∗(〈ZE〉) and Holant∗(〈ZM〉) are polynomial time
computable.

Proof. By “decoupling” a vertex v into several vertices according to its tensor product factors of the
function at v, one can trivially reduce Holant∗(〈F〉) to Holant∗(F), for any F .

Firstly, to show the tractability of Holant∗(T ), we consider any input graph G. G has maximum
degree 2, so each connected component is either a path or a cycle. So we only need to compute some
m steps of matrix multiplications and trace operations, where m is the number of edges in G. This is
clearly polynomial time computable.

Secondly, we prove the tractability of Holant∗(HE). We first reformulate it as a bipartite Holant
problem Holant(=2 |HE) (since U = HU ⊂ HE). Here the edges are replaced by the binary Equality

function (=2) = [1, 0, 1]. Now we perform a holographic reduction by the basis transformation
H−1 on the RHS. This contravariant transformation on the RHS is accompanied by the covariant
transformation [1, 0, 1] 7→ [1, 0, 1]H⊗2. One can verify that an orthogonal H keeps [1, 0, 1] invariant,

namely [1, 0, 1]H⊗2 = [1, 0, 1]. To wit: let H =
(

a b

c d

)

, then

[1, 0, 1]H⊗2 =
(

(1, 0)⊗2 + (0, 1)⊗2
)

H⊗2

= ((1, 0)H)⊗2 + ((0, 1)H))⊗2

= (a, b)⊗2 + (c, d)⊗2

= (a2 + c2, ab + cd, ab + cd, b2 + d2)

= (1, 0, 0, 1) = [1, 0, 1]

Note that unary functions are transformed to unary functions. Hence, after a holographic reduction,
our problem becomes Holant∗(E). This is clearly polynomial time computable: If a unary function U
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is connected to some F ∈ E , we may absorb this U and use FU . Note that FU ∈ E . If a unary U1

is connected to another unary U2, then they must form a connected component alone, and its value is
trivially computed, which contributes a global factor. After eliminating all unaries, we have an instance
of Holant(E−U), which can be computed on each connected component by uniquely propagating exactly
two assignments on an edge. So, Holant∗(HE) is polynomial time computable.

The third class is Holant∗(ZE). Because U ⊆ ZE , it is a bipartite Holant problem Holant(=2 |ZE).
We perform a holographic reduction by the basis transformation Z−1 on the RHS. This contravariant
transformation on the RHS is accompanied by the covariant transformation [1, 0, 1] 7→ [1, 0, 1]Z⊗2 ∼=
[0, 1, 0]. To verify the latter, we have

[1, 0, 1]Z⊗2 =
(

(1, 0)⊗2 + (0, 1)⊗2
)

Z⊗2 = ((1, 0)Z)⊗2 + ((0, 1)Z))⊗2 = (1, 1)⊗2 + (i,−i)⊗2 ∼= (0, 1, 1, 0).

As an aside, for us in this paper, these holographic transformations demonstrate a main proof
technology as well as a tool in the discovery and formulation of our dichotomy theorems. Just as the
Equality function =2 can be “factored” by an orthogonal H, and thus “contributes” an orthogonal
H to the RHS in this holographic transformation:

Holant(=2 |F) −→ Holant(=2 |HF),

the binary Disequality function 6=2 can be “factored” by Z = Z1 in matrix form (same for Z = Z2)

(6=2) =
(

0 1
1 0

)

∼= ZT

1Z1 =
(

1 i

1 −i

)(

1 1
i −i

)

and thus “contributes” a Z to the RHS in the following holographic transformation:

Holant(6=2 |F) −→ Holant(=2 |ZF).

Hence, after a holographic reduction, our problem Holant∗(ZE) becomes Holant({6=2}|E). (Note
U ⊂ E .) However (6=2) ∈ E , and thus we have reached a restriction of the tractable Holant∗(E).

Finally we prove the tractability of the fourth class Holant∗(ZM). After a holographic reduction
by Z−1 on the RHS, it becomes Holant({6=2}|M). We first eliminate all unary functions as follows. A
unary function [x, y] connected with 6=2 is simply another unary function [y, x], which we will replace
the pair [x, y] and 6=2. If F ∈ M and U ∈ U , then FU ∈ M, since the function value of FU on any
input with Hamming weight ≥ 2 is certainly 0. A unary connected to another unary forms a trivial
connected component and contributes a global factor. Recursively apply these replacement steps until
there are no more unary functions left. Hence, we only need to show that Holant({6=2}|M − U) is
tractable. The input graph is a bipartite graph. Because all functions on the LHS vertex set are 6=2, in
order to have a non-zero evaluation, any assignment must have exactly half of edges assigned 0 and the
other half of edges assigned 1. All functions on the RHS vertex set are from M−U . If there is a vertex
of degree more than 2 belonging to the RHS vertex set, then this side requires that strictly less than
half of edges are 1, so the value of this problem is 0. Thus we only need to calculate on graphs where
all vertices have degree 2 (a cycle), which is tractable by matrix multiplication and taking trace.

We remark that 〈HE〉 is a proper generalization of Fibonacci gates F [8]. Recall that a (symmetric)
signature [f0, f1, . . . , fk] is called a Fibonacci gate of arity k if it satisfies fi+2 = fi+1+fi, for 0 ≤ i ≤ k−2.
Remarkably Holant∗(F ) is tractable [8]. E.g., the following counting problem is in P on 3-regular
graphs G: Attach at every vertex the signature [1, 0, 1, 1] ∈ F . Then Holant(G) is the number of edge
2-colorings (Blue or Green) such that every vertex does not have exactly one Blue incident edge.
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Let φ = 1+
√

5
2 be the golden ratio, and φ̄ = 1−

√
5

2 . Then

(

1√
1+φ2

1√
1+φ̄2

φ√
1+φ2

φ̄√
1+φ̄2

)⊗k
[

a
(

1
0

)⊗k

+ b
(

0
1

)⊗k
]

= a′
(

1
φ

)⊗k

+ b′
(

1
φ̄

)⊗k

transforms the symmetric signature a
(

1
0

)⊗k

+ b
(

0
1

)⊗k

= [a, 0, . . . , 0, b] ∈ E to a Fibonacci gate

[f0, f1, . . . , fk] ∈ F . (Note that the matrix is orthogonal (1, φ) · (1, φ̄) = 0. The signature is
fi = a′φi + b′φ̄i, and satisfies fi+2 = fi+1 + fi.) The theorem shows a far reaching generalization
of Fibonacci gates F to asymmetric signatures 〈HE〉. Our dichotomy theorem will say that this is the
correct generalization.

4 Outline of the Hardness Proof

Starting from this section, we prove the hardness part of Theorem 2.2, that is, if F 6⊆ 〈T 〉, F 6⊆ 〈HE〉,
F 6⊆ 〈ZE〉, F 6⊆ 〈ZM〉, then Holant∗(F) is #P-hard. The proof is quite involved and we give an outline
in this section.

The main idea is to reduce the general Holant∗ problems to the symmetric ones, for which we already
have a dichotomy theorem [9]. However, it is not easy to do that when functions have large arities. In
Section 6, we first establish an arity reduction theorem. We show that starting from any F ∈ F which
is not contained in any of the four tractable families F ′, we can construct a function Q such that (1)
Holant∗(F ∪ {Q}) ≡T Holant∗(F), (2) Q 6∈ F ′, and (3) Q has a reduced arity. So assuming that the
given set of functions is not a subset of any of the four tractable families (otherwise, we are done since it
is tractable by Section 3), we can keep on doing arity reductions. This will eventually in a finite number
of steps produce the following: In the case of 〈T 〉, we will end up with an arity 3 signature which is not
in 〈T 〉. For the other three families 〈HE〉, 〈ZE〉, 〈ZM〉, we can get a signature of arity 2 which is not
in the respective family.

Having these functions with small arities (2 or 3) in hand, we can construct some simple gadgets to
get symmetric functions, which we do in Section 7. The hope is that these symmetric functions are also
out of various tractable families. However, we come cross some difficulties by doing this. For example,
using a single function of arity 3 which is not in 〈T 〉, it seems not easy to construct a symmetric arity 3
function which is not in 〈T 〉 either. In our proof, we get help from other signatures. Namely, we not only
use a signature of arity 3 which is not in 〈T 〉, but also some binary signatures which are not in 〈HE〉,
〈ZE〉 or 〈ZM〉, respectively, to construct a symmetric signature of arity 3 which is not in 〈T 〉. This is
proved in Lemma 7.3. Similarly, in Lemma 7.4, we prove that we can also construct binary symmetric
signatures which are not in 〈HE〉, 〈ZE〉 or 〈ZM〉, respectively. Then by the symmetric dichotomy, we
know that this ternary signature is either already #P-hard or belongs to 〈HE〉, 〈ZE〉 or 〈ZM〉. If it
is #P-hard, then we are done. Otherwise, since we have a binary signature which is not in the same
family, we also get the hardness result by the symmetric dichotomy [9]. We note that, all our starting
problems for hardness are already hard for planar graphes and all the gadgets we use in the reduction
are planar. As a result, our final dichotomy also holds for planar graphes. In the proofs later, we will
not explicitly state this every time.

One technical lemma is used extensively in both Section 6 and 7, which substantially simplified the
proof. We call it the Separation Lemma, which is stated and proved in Section 5.
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5 Separation Lemma

In this section, we introduce a simple lemma which is used frequently in the proofs, and its main
purpose is proof simplification. This lemma is applied in the following situation. We have identified a
finite set of requirements, the violation of each requirement can be expressed as a system of polynomial
equations. Then to show all these requirements can be simultaneously satisfied, we only need to prove
each requirement can be individually satisfied, without regard to the consistency of the satisfying variable
assignments.

The following lemma is well-known. For completeness we give a proof.

Lemma 5.1. Suppose {P1, P2, . . . , Pm} is a finite set of nonzero polynomials in F[x1, x2, . . . , xn], where
F is an infinite field. There exist values a1, a2, . . . , an ∈ F such that Pi(a1, a2, . . . , an) 6= 0 for all
1 ≤ i ≤ m.

Proof. For n = 1, the conclusion holds obviously.
Suppose the conclusion holds for n−1. Let Pi =

∑mi

j=0 pi,j(x1, . . . , xn−1)x
j
n. Because Pi is not the zero

polynomial, we may assume pi,mi
is a nonzero polynomial in F[x1, x2, . . . , xn−1]. By induction, there exist

values a1, a2, . . . , an−1 ∈ F such that pi,mi
(a1, a2, . . . , an−1) 6= 0, and Pi(a1, a2, . . . , an−1, xn) ∈ F[xn] is

a non-zero polynomial in xn, where 1 ≤ i ≤ m. It follows that there exists an ∈ F such that all
Pi(a1, a2, . . . , an) 6= 0.

We will give various gadget constructions which use some unary functions Uk = [xk, yk], k =
1, 2, . . . ,m. Technically the gadget is only defined when specific values for xk, yk have been chosen.
A signature is expressed as an ordered set of values; this is true for the given constraint functions as
well as the signature of the constructed gadget. The entries of the signature of the constructed gadget
can be expressed as polynomials in xk, yk (the coefficients depend on the given constraint functions).
Frequently we have a finite set of conditions, the negation of each condition is expressible as polynomial
equations on xk, yk. A construction succeeds if we satisfy all these conditions. The following lemma lets
us deal with these condition separately.

Lemma 5.2. Let F be the function realized by a gadget construction, whose arity is n, and each entry
of F is a polynomial in xk and yk, k = 1, 2, . . . ,m.

Suppose S1, S2, . . . , SN are sets of functions of arity n, where a function K ∈ Si iff the signature
entries of K satisfy a finite system of polynomial equations {Pi,1, Pi,1, . . . , Pi,mi

}.
Assume for every assignment σ of xk and yk, k = 1, 2, . . . ,m, there exists a 1 ≤ iσ ≤ N , such that

F ∈ Siσ under σ, then there exists a 1 ≤ i ≤ N , such that for all σ, F ∈ Si.

Proof. F ∈ Si is expressed by a finite set of polynomial equations {Pi,1, Pi,1, . . . , Pi,mi
} on xk and yk.

If the conclusion of the lemma is false, then for all 1 ≤ i ≤ N , there exists a polynomial Pi,s(i) which
is not the zero polynomial. By Lemma 5.1, there exist values of xk and yk, such that Pi,s(i) 6= 0 for all
1 ≤ i ≤ N , contradicting the condition.

The following lemma is another direct corollary of lemma 5.1.

Lemma 5.3. Suppose a gadget construction using unary functions Uk = [xk, yk], k = 1, 2, . . . ,m
succeeds if it satisfies a finite set of properties Ri, i = 1, 2, . . . ,N . Suppose violation of each property Ri

is specified by a finite set of polynomial equations. If for each i we can find unary functions Uk = [xk, yk]
to satisfy property Ri, then we can find unary functions Uk = [xk, yk] so that the construction succeeds.

We call it the Separation Lemma in the proofs.
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6 Arity reduction

The next two sections prove the hardness part of Theorem 2.2, that is, if F 6⊆ 〈T 〉, F 6⊆ 〈HE〉, F 6⊆ 〈ZE〉,
F 6⊆ 〈ZM〉, then Holant∗(F) is #P-hard.

In this section, we show that starting from any F ∈ F which is not contained in any of the four
tractable families F ′, we can construct a function Q such that (1) Holant∗(F ∪ {Q}) ≡T Holant∗(F),
(2) Q 6∈ F ′, and (3) Q has a reduced arity.

Lemma 6.1. Let F ′ be any one of 〈T 〉, or 〈HE〉, or 〈ZE〉, or 〈ZM〉. Let r = 3 if F ′ = 〈T 〉, and r = 2
in the other three cases. Suppose function F ∈ F − F ′. If r < arity(F ), then we can realize a function
Q by connecting F with some unary functions, such that (1) Holant∗(F ∪ {Q}) ≡T Holant∗(F); (2)
Q 6∈ F ′ and (3) r ≤ arity(Q) < arity(F ).

The proof of this lemma is divided into following several lemmas. Firstly, we show that any type
specification in a tensor product decomposition can be described by a system of polynomial equations.

Lemma 6.2. For any type specification I, there is a finite set of polynomial equations EI in the entries
of a signature F , such that F has type I iff F satisfies EI .

Proof. If I = {[n]}, there is no requirement on F to have type I. We can use a trivial equation such as
0 = 0.

Consider the case I = {I1, I2}. Suppose F has type I. Then obviously, for any two values a1, b1 of
X1 and any two values a2, b2 of X2, F (a1, a2)F (b1, b2) = F (a1, b2)F (b1, a2) (W.o.l.o.g., we assume the
indices in I1 all precede those of I2.) Hence the collection of all these equations E{I1,I2} is a necessary
condition that F has type I. It is also a sufficient condition. Arrange the values of F into a matrix
FX1,X2

= F (X1,X2), where the row indices (resp. column indices) are all possible values of X1 (resp.
X2). The condition F (a1, a2)F (b1, b2) = F (a1, b2)F (b1, a2) for all a1, b1 and all a2, b2 implies that any
2 by 2 submatrix of F is singular, and so rank(FX1,X2

) ≤ 1. Hence, FX1,X2
is the product of a column

vector and a row vector, and F has type I.
Now consider a general partition I = {I1, . . . , Ik}, and again suppose F has type I. It follows

that for any 1 < i ≤ k, any fixed values ai+1, . . . , ak for Xi+1, . . . ,Xk, FXi+1=ai+1,...,Xk=ak has type
{
⋃i−1

j=1 Ij , Ii}. We define the following set of equations: ∀1 < i ≤ k, and ∀ assignments ai+1, . . . , ak

for Xi+1, . . . ,Xk, include the equations in E{Si−1

j=1
Ij ,Ii}. This is a finite set of polynomial equations.

Obviously, this is a necessary condition for F has type I.
We prove that it is also a sufficient condition. If F is the zero function, then F has type I

trivially. Assume F is not the zero function. Let i = k, by what has been proved when k = 2,
F =

⊗

{Sk−1

j=1
Ij ,Ik}(Pk−1, Fk). Because F is not the zero function, there exists a value ak for Xk such

that Fk(ak) 6= 0. The remaining conditions, for 1 < i ≤ k − 1, yield a finite set of homogeneous
equations for FXk=ak = Pk−1Fk(ak). After canceling the non-zero factor Fk(ak), by induction, we
obtain the necessary and sufficient conditions that Pk−1 has type {I1, . . . , Ik−1}. Hence F has type
I.

Next, we prove a property of this decomposition. This property is used throughout in the proof of
Lemma 6.1.

Lemma 6.3. Suppose there exists some type I = {I1, . . . , Ik} over [n − 1], such that for all unary
functions U = [x, y], FU = xF xn=0 + yF xn=1 has the same type I. Furthermore, suppose F xn=0 =
⊗

I(F1, F2, . . . , Fk) and F xn=1 =
⊗

I(K1,K2, . . . ,Kk) are linearly independent as two vectors. Then
there exists at most one index i ∈ [k] such that Fi,Ki are linearly independent.

10



Proof. For a contradiction, suppose there are two distinct indices i ∈ [k], with the property that Fi,Ki

are linearly independent. W.o.l.o.g., let i = 1, 2 respectively.
Because F xn=0, F xn=1 are linearly independent, Fj and Kj are not the zero function for any j ∈ [k].

For any j ∈ [k] − {1, 2}, by Lemma 5.2, there exist |Ij | unary functions such that both Fj and Kj

become nonzero constants when combined with them. After combining F xn=0 and F xn=1 with these
unary functions, we obtain respectively the functions c0F1 ⊗ F2 and c1K1 ⊗ K2 over the variables in
I1 ∪ I2, where c0, c1 6= 0.

Suppose U = [x, y] and xy 6= 0. If we combine FU = xF xn=0+yF xn=1 with the same set of
∣

∣

∣

⋃k
j=3 Ij

∣

∣

∣

many unary functions, the resulting function is c0xF1 ⊗ F2 + c1yK1 ⊗ K2. By the assumption on FU
having the same type I, this function has type {I1, I2}. However, we will show that, for any xy 6= 0,
this function does not have type {I1, I2}. The matrix form (row index is X|I1 , column index is X|I2) of

this function is
(

F1 K1

)

(

c0x 0
0 c1y

)(

F T

2

KT

2

)

. Since F1,K1 are linearly independent, and F2,K2

are linearly independent, this matrix has rank two. If this function has type {I1, I2}, its matrix form
would have rank at most one. This contradiction proves the Lemma.

Proof of Lemma 6.1: F ′ = 〈T 〉
Suppose F ∈ F − 〈T 〉, with arity(F ) > 3. Being out of 〈T 〉, F is not the zero function. If for some

unary function U = [x, y], FU 6∈ 〈T 〉, then we are done by setting Q = FU . Hence we assume for
any unary function U = [x, y], FU = xF xn=0 + yF xn=1 has some type J , where each set Jj ∈ J has
size at most 2. For the fixed arity(F ), there are only finitely many such types, which are specifiable
by a finite set of polynomial equations in x, y. It follows from Lemma 5.2 that, there exists some type
I = {I1, . . . , Ik}, where each |Ij | ≤ 2, such that for all x, y, FU has the same type I. In particular,
both F xn=0 and F xn=1 have type I.

If F xn=0 and F xn=1 are linearly dependent, then F ∈ 〈T 〉, having type I ∪ {{n}}.
So F xn=0 =

⊗

I(F1, F2, . . . , Fk) and F xn=1 =
⊗

I(K1,K2, . . . ,Kk) are linearly independent. Being
linearly independent, none of the tensor factors of F xn=0 and F xn=1 can be the zero function. By Lemma
6.3, there is at most one pair of linearly independent tensor factors, w.o.l.o.g., F1 and K1. Expressing
Ki in terms Fi, for i ≥ 2, there exists a nonzero constant c, such that F xn=1 =

⊗

I(cK1, F2, . . . , Fk).
If |I1| = 1, that is, F1 and K1 are unary functions, then F ∈ 〈T 〉, of type {I1 ∪ {n}, I2, . . . , Ik}. Thus,
|I1| = 2.

W.o.l.o.g., assume I1 = {1, 2}. We can fix the variables of F in I2, . . . , Ik to some values, such
that F2, . . . , Fk each contributes a nonzero factor. We get a ternary function Q in variables x1, x2, xn.
F = Q ⊗ F2 ⊗ · · · ⊗ Fk. Then we claim that Q 6∈ 〈T 〉, for otherwise, if Q ∈ 〈T 〉, then F ∈ 〈T 〉.

Proof of Lemma 6.1: F ′ = 〈HE〉 and 〈ZE〉
For any function F and invertible matrix M , F ∈ 〈ME〉 iff (M−1)

⊗n
F ∈ 〈E〉. (Note that 〈ME〉 =

M〈E〉.) Hence we only need to prove for 〈E〉. Suppose F 6∈ 〈E〉, and arity(F ) = n > 2. F is not the
zero function. If for some unary function U = [x, y], FU 6∈ 〈E〉, we are done with Q = FU . Hence we
assume for any unary function U = [x, y], FU = xF xn=0 + yF xn=1 ∈ 〈E〉.

For any partition I = {I1, . . . , Ik} of [n], and any A = {A1, . . . , Ak}, such that Aj ∈ {0, 1}|Ij |, we
define a set of functions (I,A). Each Aj is a 0-1 string of length |Ij |. What we use in the definition is the
set {Aj , Āj}, so we may normalize the first bit of Aj to be 0. A function P belongs to the set (I,A), iff
P has type I, that is, P =

⊗

I(P1, P2, . . . , Pk), and for any j ∈ [k], Pj(X|Ij
) is zero if X|Ij

6∈ {Aj , Āj}.
Thus, Pj ∈ E for each j ∈ [k].

Functions in 〈E〉 of arity n is the union of these finitely many function sets (I,A). Obviously,
functions in (I,A) can be described by a finite system of polynomial equations (Lemma 6.2). Since
FU ∈ 〈E〉 for all U = [x, y], by Lemma 5.2, there must exist one (I,A), such that for any x, y, FU
belongs to the same set (I,A).

11



If F xn=0 and F xn=1 are linearly dependent, then obviously, F ∈ 〈E〉.
Let F xn=0 =

⊗

I(F1, F2, . . . , Fk) and F xn=1 =
⊗

I(K1,K2, . . . ,Kk) be linearly independent. Being
linearly independent, none of the tensor factors of F xn=0 and F xn=1 can be the zero function. By Lemma
6.3, there is at most one pair of linearly independent tensor factors, w.o.l.o.g., F1 and K1. They must
be indeed linearly independent, otherwise F xn=0 and F xn=1 are also linearly independent. Expressing
Ki in terms Fi, for i ≥ 2, there exists a nonzero constant c, such that F xn=1 =

⊗

I(cK1, F2, . . . , Fk).
We can fix the variables of F in I2, . . . , Ik to some values, such that F2, . . . , Fk each contributes a

nonzero factor. We obtain a function K. Kxn=0 = F1 and Kxn=1 = cK1, where c 6= 0. K evaluates to
zero, except on possibly four inputs {A10, Ā10, A11, Ā11}. Combine the middle |I1| − 1 variables of K
(that is, except xn and the first variable in I1) with the function [1, 1], we get a binary function in matrix

form Q =

(

K(A10) K(A11)
K(Ā10) K(Ā11)

)

, where we index the row by the first variable in I1 and the column by

xn. Note that we have used the definition of (I,A). Because F1 and K1 are linearly independent, Q is
nonsingular. We claim this Q 6∈ 〈E〉. For otherwise, being non-degenerate, Q ∈ E , and this implies that
K ∈ E , and hence F = K ⊗ F2 ⊗ · · · ⊗ Fk ∈ 〈E〉.

Proof of Lemma 6.1: F ′ = 〈ZM〉
Again we only need to prove for 〈M〉. Suppose F 6∈ 〈M〉, and arity(F ) = n > 2. Again we may

assume for any unary function U = [x, y], FU = xF xn=0 + yF xn=1 ∈ 〈M〉; otherwise, we are done.
For any U = [x, y], FU ∈ 〈M〉 has some type I, and each tensor factor belongs to M, that

is, it is zero except on inputs of Hamming weight at most one. Each type I can be specified by a
system of polynomial equations (Lemma 6.2). The requirement associated with each type I consists of
these polynomial equations together with the zero requirements on all entries of each tensor factor whose
Hamming weight is greater than one. (For example, if we require that (ai,j) is a tensor product (bi)⊗(cj),
where 1 ≤ i ≤ n, 1 ≤ j ≤ m, and for some subset B ⊆ [n], C ⊆ [m], [∀i ∈ B,∀j ∈ C, bi = cj = 0], then
we include the equations from Lemma 6.2 together with [ai,j = 0,∀i ∈ B, or ∀j ∈ C]. The equations
from Lemma 6.2 implies that a tensor factorization (ai,j) = (bi) ⊗ (cj) exists. If for all i ∈ [n], bi = 0,
then ai,j is identically 0. Similarly if for all j ∈ [m], cj = 0. On the other hand, if for some i0 ∈ [n], and
j0 ∈ [m], bi0 6= 0 and cj0 6= 0, Then bi = ai,j0/cj0 = 0 for all i ∈ B. Similarly cj = 0 for all j ∈ C.)

Applying Lemma 5.2, we conclude that there is one type I such that for any x, y, FU has the same
decomposition associated with I with tensor factors from M.

If F xn=0 and F xn=1 are linearly dependent, obviously, F ∈ 〈M〉.
Let F xn=0 =

⊗

I(F1, F2, . . . , Fk) and F xn=1 =
⊗

I(K1,K2, . . . ,Kk) be linearly independent. As
before none of the tensor factors of F xn=0 and F xn=1 can be the zero function, and exactly one pair
among Fi and Ki are linearly independent, w.o.l.o.g., F1 and K1. We can fix the variables of F in
I2, . . . , Ik to some values, such that F2, . . . , Fk contribute a nonzero factor. We get a function in matrix

form K =

(

F T

1

cKT

1

)

, where c 6= 0. Here the first row is Kxn=0 = F T

1 . The second row is Kxn=1 = cKT

1 .

Columns are indexed by A ∈ {0, 1}|I1|. If the weight of A is greater than 1, then the Ath column is
zero. Let S0 denote (0 · · · 0)th column, and Si denote the Ath column, where only the ith bit of A is 1.

For simplicity of notations, assume I1 = {1, 2, . . . ,m}. There exists a 0-1 string A ∈ {0, 1}m of
Hamming weight 1, such that K1(A) 6= 0; otherwise, K ∈ M and F ∈ 〈M〉. That is, there is a column
Si, 1 ≤ i ≤ m, whose second entry is not zero. W.l.o.g., we assume this Si is Sm. Because F1 and
K1 are linearly independent, There exists a column Sj linearly independent with the nonzero column
Sm. If S0 is such a column, let Q = Kx1=0,...,xm−1=0 = (S0, Sm), since the index for the column Sm is
A = (0 · · · 01) ∈ {0, 1}m. Otherwise, S0 is linearly dependent with Sm. Then for some 1 ≤ j ≤ m − 1,
Sj is linearly independent with Sm. Let Q = Kx1=0,...,xj−1=0,xj=[x,y],xj−1=0,...,xn−2=0 = (xS0 +ySj, xSm),
where x 6= 0 and y 6= 0. We have obtained our Q such that Q is not degenerate and Q(1, 1) 6= 0, i.e.,
Q 6∈ 〈M〉.
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7 From asymmetric to symmetric

In this section, we show how to get a symmetric function from some asymmetric functions, keeping the
property that F does not belong to any one of the four tractable classes, 〈T 〉, 〈HE〉, 〈ZE〉 or 〈ZM〉.

Suppose c ∈ C is nonzero. We may consider functions F and cF being the same function, i.e.,
F ∼= cF . In the following lemma, when we count the number of solutions, we count in terms of
equivalence classes under ∼= (i.e., we count in projective space.)

Lemma 7.1. For any ternary function F , F x3=U ∼= 0 for some U 6∼= 0 iff F has type {{1, 2}, {3}}.
Let a ternary function F 6∈ 〈T 〉. Then F x3=U 6∼= 0 for any nonzero unary function U , and there

exist exactly one or two nonzero U = [x, y] such that F x3=U is degenerate.

Proof. If F has type {{1, 2}, {3}}, F = T ⊗ [a, b]. If a = b = 0 then F is identically 0, and F x3=U ∼= 0
for any unary U . If [a, b] 6∼= 0, then F x3=U ∼= 0 for U = [b,−a] 6∼= 0. Conversely, if F x3=U ∼= 0 for some
U 6∼= 0, then F x3=0 and F x3=1 are linearly dependent, and hence F has type {{1, 2}, {3}}. It follows
that if F 6∈ 〈T 〉, then F x3=U 6∼= 0 for any nonzero unary function U .

F x3=U is degenerate iff FU(0, 0)FU(1, 1) = FU(0, 1)FU(1, 0). Let U = [x, y], then the entries of
FU are linear homogeneous polynomials of x, y, so the equation is a quadratic homogeneous equation.
Either it has one or two solutions, or it is identically zero and all x, y are solutions. We only need to
prove the latter case contradicts F 6∈ 〈T 〉.

Suppose FU is degenerate for all U , then in particular F [1, 0] = F1 ⊗ F2 and F [0, 1] = K1 ⊗ K2. If
F [1, 0] and F [0, 1] are linearly dependent, then F ∈ 〈T 〉. If F [1, 0] and F [0, 1] are linearly independent,
then by Lemma 6.3, at most one of the two pairs functions F1,K1 and F2,K2 are linearly independent.
W.o.l.o.g., suppose F2,K2 are linearly dependent. Then F is the tensor product of F2 and one binary
function, so F ∈ 〈T 〉.

For any ternary function F (x1, x2, x3) 6∈ 〈T 〉, the conclusion of Lemma 7.1 certainly applies to all
three variables. There is a simple relationship, among 1 ≤ i ≤ 3, between the nonzero unary functions
Ui such that F xi=Ui is degenerate. Suppose F x1=U1 is degenerate, where U1 6∼= 0, then F x1=U1 = L⊗R,
where L and R are unary functions on x2 and x3 respectively. Since F x1=U1 6∼= 0, both L and R 6∼= 0. It
follows that the decomposition L⊗R is unique under ∼=. If we define [x, y]⊥ = [y,−x], then F x1=U1,x2=U2

is identically 0, where U2 = L⊥. Thus F x2=U2 is degenerate. Similarly for x3. This mapping from
U1 7→ U2 = L⊥ is well-defined under ∼=. It is also 1-1: Suppose F x1=U1,x2=U2 and F x1=U ′

1
,x2=U2 are both

identically 0. Then F x2=U2 is degenerate, and expressible as A(x1)⊗B(x3), where A and B are nonzero
unary functions. It follows that both U1

∼= A⊥ and U ′
1
∼= A⊥. Thus U1

∼= U ′
1. By symmetry the inverse

map is also well-defined.
We summarize this in the following lemma. Suppose a ternary function F 6∈ 〈T 〉. Let

Ui = {U | F xi=U is degenerate}

for 1 ≤ i ≤ 3.

Lemma 7.2. There is a one-to-one correspondence between U1, U2, and U3, as follows. For {i, j, k} =
{1, 2, 3}, each Ui ∈ Ui gives a unique factorization F xi=Ui = Vj(xj) ⊗ Vk(xk), where V ⊥

j ∈ Uj and

V ⊥
k ∈ Uk. In particular |U1| = |U2| = |U3| = 1 or 2.

Now we will prove a crucial lemma for the hardness part of Theorem 2.2.

Lemma 7.3. Suppose in Holant∗(F), we can realize the following functions

1. F 6∈ 〈T 〉 of arity 3;
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2. For any orthogonal matrix H, some PH 6∈ 〈HE〉 of arity 2;

3. For both Z = Z1 or Z2, some PZ 6∈ 〈ZE〉 of arity 2; and

4. For both Z = Z1 or Z2, some SZ 6∈ 〈ZM〉 of arity 2.

Then we can realize a symmetric ternary function Q 6∈ 〈T 〉 in Holant∗(F).

Proof. We use the gadget shown in Figure 4 to realize a symmetric ternary function Q. (In some cases
we will need to modify it to define Q; this will be discussed later.) This gadget consists of 9 copies
of the function F , 3 copies of a unary function U1 and 3 copies of a unary function U2. The unary
functions are to be determined later. Each shaded triangle labeled with F in a central inner triangle
represents the function F (x1, x2, x3) 6∈ 〈T 〉. The labels 1, 2, 3 inside the shaded triangle indicate which
edge corresponds to variables x1, x2, x3. This gadget remain unchanged if we rotate it 2π

3 or 4π
3 . Hence,

Q(x1, x2, x3) = Q(x2, x3, x1) = Q(x3, x1, x2). It follows that Q is symmetric (notice that this conclusion
uses the fact that each variable xi is a Boolean variable).

Figure 4: Gadget to realize a symmetric ternary function.

Our goal is to prove that there exist nonzero unary functions U1 and U2, such that Q 6∈ 〈T 〉. Since
Q is symmetric, this is equivalent to: there exists no nonzero unary function U satisfying Qx1=U ∼= 0,
by Lemma 7.1.

To prove this, we divide the gadget into two parts, as shown by the dashed line in Figure 4. We
establish two properties, one property for each part respectively. The upper part is a ternary function,
denoted by S. The first property is that if U 6∼= 0, then Sx1=U 6∼= 0. The matrix form of Sx1=U is
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the matrix product F x1=U2
x2,x3

F x1=U1
x2,x3

F x1=U
x3,x2

F x1=U2
x2,x3

F x1=U1
x2,x3

, where F x1=∗
x2,x3

denotes the matrix form of F x1=∗

with row index x2 and column index x3. Because F 6∈ 〈T 〉, if U 6∼= 0, then F x1=U 6∼= 0, by Lemma 7.1. To
satisfy this property on S, we only need some U1 and U2 such that F x1=U1 and F x1=U2 are nonsingular.
By Lemma 7.1, there exist such U1 and U2.

The lower part is a function of arity 4, denoted by P . Two inputs of P are the original inputs x2, x3

of Q, corresponding to the lower left and lower right corders of the gadget respectively. The other two
inputs correspond to edges connecting P with S, denoted by y2, y3 respectively. The second property
is that the 4 × 4 matrix Px2x3,y2y3

is nonsingular.
If there exist U1 and U2 such that both properties hold, then for any nonzero function U , the vector

form of Qx1=U is Px2x3,y2y3
Sx1=U , where Sx1=U takes its vector form as a vector of dimension 4. Hence

Qx1=U is not the zero function, because Sx1=U is a nonzero column vector (the first property) and
Px2x3,y2y3

is a nonsingular matrix (the second property). This proves Q 6∈ 〈T 〉.
To establish the two properties, we can apply the Separation Lemma 5.3, and prove the two properties

individually. We have proved the first one. Now we prove the second one. (The Separation Lemma
allows us to choose unary functions U1 and U2 separately for the two parts in order to satisfy the two
properties, even though in the actual gadget construction the 3 occurrences of U1 must be the same,
and similarly for U2, in order to produce a symmetric Q.)

The idea for the proof of the second property on P will be counter intuitive. Our goal is to choose
unary functions U1 and U2 such that the function P has a full-rank matrix. We will do this by a nonzero
unary function U1 such that F x1=U1 has a singular matrix. (This could be surprising as we seem to go
the opposite direction.) However once F x1=U1 is degenerate, this effectively severs the bottom path in
this gadget P . (This entanglement on the bottom makes it difficult to analyze P .) Consequently the
matrix Px2x3,y2y3

become a tensor product of two matrices Ax2,y2
⊗ Bx3,y3

. We then aim to guarantee
that both Ax2,y2

and Bx3,y3
are nonsingular 2 × 2 matrices.

Since F 6∈ 〈T 〉, by Lemma 7.1 there exists a nonzero U1 such that F x1=U1 is degenerate, and
F x1=U1 = LL ⊗ RL, or in more detail, F x1=U1(z3, z2) = LL(z3)RL(z2). LL and RL are not the zero
function. We also want the matrix form Ax2,y2

of F x3=LL to be nonsingular. In the notation of
Lemma 7.2, by the one-to-one correspondence from U1 to U3, U1 ∈ U1 gives LL and then gives a
corresponding L⊥

L ∈ U3. Thus we want some unary U ∈ U3, such that U⊥ = LL 6∈ U3. Such a U ∈ U3,
by the inverse map of the one-to-one correspondence, gives us the desired U1 ∈ U1.

We have the similar requirement for U2 and B = F x2=RR , on the right half of the gadget P :
U2 ∈ U1, F x1=U2 = LR ⊗ RR, and RR 6∈ U2. In fact, writing in matrix form for P from left to right
(Figure 4), P = Fx1x2,x3

(LLRT

L)(LRRT

R)Fx2,x1x3
. Taking out the inner product value RT

LLR (a scalar),
the remainder of the function can be written as F x3=LL ⊗ F x2=RR . Now writing P in the matrix form
with rows indexed by the original inputs x2, x3 of Q and columns indexed by the edges y2, y3 connecting
P to S, the 4 × 4 matrix Px2x3,y2y3

is (RT

LLR)Ax2,y2
⊗ Bx3,y3

, where Ax2,y2
and Bx3,y3

are the matrix
form for F x3=LL and F x2=RR . (Figure 5). So we also require RT

LLR 6= 0.

Figure 5: Replace F x1=U1 by LL ⊗ RL, and F x1=U2 by LR ⊗ RR.

To summarize for P , for the second property, we identify three conditions whose conjunction is
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sufficient. Condition (1): F x1=U1 = LL ⊗ RL is degenerate and F x3=LL is nondegenerate. Condition
(2): F x1=U2 = LR ⊗ RR is degenerate and F x2=RR is nondegenerate. Condition (3): RT

LLR 6= 0.
There are three cases, depending on U3, where one cannot pick U1, U2 to satisfy Condition (1).

a. |U3| = 1 and for the unique U ∈ U3, it also holds that U⊥ ∈ U3.

b. |U3| = 2 and for both U ∈ U3, it also holds that U⊥ = U ∈ U3.

c. |U3| = 2 and U3 = {U,U⊥}.

In case (a.): U⊥ ∼= U , and thus U ∼= [1, i] or [1,−i].
If U ∼= [1, i] (resp. [1,−i]), we show that SZ1

U (resp. SZ2
U) does not belong to U3. Because

the binary SZ1
6∈ 〈Z1M〉 in matrix form SZ1

= Z1TZT

1 for some T 6∈ M, that is T (1, 1) 6= 0. Then

UTSZ1
U = UTZ1TZT

1U ∼= (0, 1)T

(

0
1

)

= T (1, 1) 6= 0. Hence, SZ1
U 6∼= [1, i], and SZ1

U 6∼= [0, 0]. In this

case, F x3=SZ1
U is nondegenerate, and we will modify the construction in Figure 4 by adding the binary

gadget with signature SZ1
to replace the three edges whose endpoints are triangles marked by 3 in the

gadget. (This change does not affect what has been proved for S, since SZ1
is nondegenerate. The same

is true for case (b.) and (c.)) The proof for SZ2
U is similar.

In case (b.), U3 = {[1, i], [1,−i]}.
We show in this case, one of PZ1

[1, i] or PZ1
[1,−i] 6∈ U3. Because PZ1

6∈ 〈Z1E〉, in matrix form

PZ1
= Z1TZT

1 for some T 6∈ 〈E〉. One of the two columns of T is

(

e
f

)

, such that e 6= 0 and f 6= 0.

If the first (resp. second) column has this property, PZ1
[1,−i] (resp. PZ1

[1, i]) does not belong to U3.
In this case, F x3=PZ1

[1,−i] (resp. F x3=PZ1
[1,i]) is nondegenerate, and we will modify the construction in

Figure 4 by adding the binary gadget with signature PZ1
to replace the three edges whose endpoints

are triangles marked by 3 in the gadget.
In case (c.), As U 6∼= U⊥, U and U⊥ are linearly independent. Then U 6⊥U , otherwise U ∼= 0. Hence

the inner product UTU 6= 0, and w.o.l.o.g, we assume U = [a, b] and U⊥ = [c, d] are unit vectors. Let

H =

(

a c
b d

)

, H is an orthogonal matrix. We show that one of PH [a, b] or PH [c, d] does not belong

to U3. The proof is similar with case (b.). In case (c.) we will modify the construction in Figure 4 by
adding the binary gadget with signature PH to replace the three edges whose endpoints are triangles
marked by 3 in the gadget.

The proof for Condition (2) is similar to Condition (1). The replacement in the construction of
Figure 4 happens at the three edges connecting the copy of F with U2 and the corner F .

Now consider Condition (3). If RL = LR = [1, i] or [1,−i], then RT

LSZ1
LR 6= 0 or RT

LSZ2
LR 6= 0.

If RL = [a, b]⊥LR = [c, d] and RL 6∈ {[1, i], [1,−i]}, then one of RT

LPHLR and RT

LP T

HLR is not zero,

where H =

(

a c
b d

)

. For Condition (3), the replacement in the construction of Figure 4 happens at

the three edges connecting the copy of F with U1 with the copy of F with U2.
If Conditions (1) (2) (3) all hold, then the gadget satisfies the second property, and the lemma is

proved. For each condition, if it does not hold, all possible cases are analyzed, and some binary function
is added to rectify the construction, which are available by the conditions of the lemma. With these
modifications to the construction in Figure 4, the proof of the lemma is complete.

We will prove the hardness part of Theorem 2.2 by appealing to our dichotomy theorem [9] for
symmetric Holant∗ problems. For that purpose we need to construct appropriate symmetric binary
signatures.
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Lemma 7.4. Let F denote any one of the function sets 〈HE〉 (for an orthogonal matrix H), 〈ZE〉 or
〈ZM〉 (for the matrix Z = Z1 or Z2). Suppose we can realize a symmetric ternary function F ∈ F−〈T 〉
and a binary function P 6∈ F . Then we can realize a symmetric binary function Q 6∈ F .

Proof. The matrix form of the symmetric binary function Q is PF x1=UP T, for some unary function U .
Q is realizable by a gadget linking P followed by F x1=U and then followed by P .

The essence of the proof is an appropriate holographic transformation. Denote M = H or Z, suppose
P = MP1M

T, and F = M⊗3F1. F 6∈ 〈T 〉 implies that F1 6∈ 〈T 〉. We also have F x1=U = MF x1=MU
1 MT.

Then the matrix form of Q = MP1M
TMF x1=MU

1 MTMP T

1 MT. Let Q = MQ1M
T.

Case (1) F is 〈HE〉.
We take M = H. Since H is orthogonal, Q = HP1F

x1=HU
1 P T

1 HT. We have F1 6∈ 〈T 〉. P1 6∈ 〈E〉,
since P 6∈ 〈HE〉. Also by F ∈ 〈HE〉, we have F1 ∈ 〈E〉. By the nondegeneracy condition F1 6∈ 〈T 〉,
we have F1 ∈ E . Being symmetric and nondegenerate, F1 = [u, 0, 0, v], where u 6= 0 and v 6= 0.
We only need to prove Q1 = P1F

x1=HU
1 P T

1 6∈ 〈E〉, which is the same as Q 6∈ 〈HE〉. Because we can

pick any U ′ = HU , for any x, y, we can realize F x1=HU
1 = [x, 0, y]. Suppose P1 =

(

a b
c d

)

. Then

Q1 =

(

a2x + b2y acx + bdy
acx + bdy c2x + d2y

)

.

We need Q1 6∈ 〈E〉. That is, Q1 is nonsingular, Q1 is not of [∗, 0, ∗] form, and Q1 is not of [0, ∗, 0]
form. By the Separation Lemma, we only need to prove that there is some [x, y] to satisfy each property.
If x 6= 0 and y 6= 0, F x1=HU

1 = [x, 0, y] and P1 are both nonsingular. Thus Q1 is nonsingular. Because
P1 6∈ 〈E〉, either ac 6= 0 or bd 6= 0. There exists some [x, y] such that acx + bdy 6= 0. Similarly, we can
prove there exists some [x, y] such that a2x + b2y 6= 0 and c2x + d2y 6= 0 simultaneously.
Case (2) F is 〈ZE〉.

Take M = Z. Note that ZTZ ∼= (6=2). Q ∼= ZP1(6=2)F
x1=ZU
1 (6=2)P

T

1 ZT = ZQ1Z
T. We have

F1 6∈ 〈T 〉, F1 ∈ E , and P1 6∈ 〈E〉. We only need to prove Q1 6∈ 〈E〉. For any x, y, we can pick U to realize
(6=2)F

x1=ZU
1 (6=2) = [x, 0, y]. This is seen by the fact that (6=2)[x, 0, y](6=2) = [y, 0, x]. The remaining

proof is the same as Case (1) for 〈HE〉.
Case (3) F is 〈ZM〉.

Take M = Z. Since ZTZ ∼= (6=2), we have Q1
∼= P1(6=2)F

x1=ZU
1 (6=2)P

T

1 .
We have F1 6∈ 〈T 〉, and F1 ∈ M. Being symmetric and nondegenerate, F1 has the form F1

∼=

[f, 1, 0, 0]. Let P1 =

(

a b
c d

)

, and P1 6∈ 〈M〉. For any x, there is some U , such that F x1=ZU
1 = [x, 1, 0].

We only need to prove Q1 = P1(6=2)F
x1=ZU
1 (6=2)P

T

1 6∈ 〈M〉.
Because P1 6∈ 〈M〉, Q1 is not singular. Also d 6= 0. There exists x such that Q1(1, 1) = 2cd+d2x 6= 0.

Hence, Q1 6∈ 〈M〉.

Proof of Theorem 2.2 (hardness part)
If F 6⊆ 〈T 〉, F 6⊆ 〈HE〉, F 6⊆ 〈ZE〉, and F 6⊆ 〈ZM〉, by Lemma 6.1, we can realize functions of arity

of 2 or 3 not belonging to these function sets respectively.
The conditions in Lemma 7.3 are satisfied, so we can realize a symmetric ternary function Q3 6∈

〈T 〉 (with the help of those binary functions). If Holant∗({Q3}) is hard, then the theorem is proved.
Otherwise, by the dichotomy theorem for the symmetric case [9], Q3 belongs to one of the special
function families from Theorem 2.1. It can be shown that these are precisely restrictions of HE , ZE or
ZM to symmetric signatures. By Lemma 7.4, we can realize a symmetric binary function Q2 not in
this set. By the dichotomy theorem for the symmetric case [9], Holant∗(F) is #P-hard.
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