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Abstract

We investigate various problems related to circulant graphs – finding the shortest path between two vertices, finding the shortest loop, and computing the diameter. These problems are related to shortest vector problems in a special class of lattices. We give matching upper and lower bounds on the length of the shortest loop. We prove NP-hardness results, and establish a worst-case/average-case connection for the shortest loop problem. A pseudo-polynomial time algorithm for these problems is also given. Our main tools are results and methods from the geometry of numbers.
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1 Introduction

Circulant graphs have a vast number of applications to telecommunication network, VLSI design and distributed computation [5, 21, 23]. We study various routing problems in circulant graphs such as finding the shortest path between two vertices, finding the shortest loop and the diameter. We establish relations between these routing problems and the problem of finding the shortest vector in the $L_1$-norm in a lattice.

We recall that an $n$-vertex circulant graph $G$ is a graph whose adjacency matrix $A = (a_{ij})_{i,j=0}^{n-1}$ is a circulant. That is, the $i$th row of $A$ is the cyclic shift of the zeroth row by $i$,

$$a_{ij} = a_{0,j-i}, \quad i,j = 0,\ldots,n-1,$$

(adjacency matrix subscripts are taken modulo $n$). We consider undirected graphs, that is, $a_{ij} = a_{ji}$ for $i,j = 0,\ldots,n-1$ and there are no self-loops ($a_{ii} = 0$ for $i = 0,\ldots,n-1$).

Therefore with every circulant graph one can associate a set $S$ of positive integers which shows which pairs of nodes are connected. Two nodes $u$ and $v$ of the graph are connected if and only if $\pm(u-v) \pmod{n} \in S$. Given $S$ we denote the corresponding $n$-vertex graph by $\langle S \rangle_n$. We denote the group of residues modulo $n$ by $\mathbb{Z}_n$. Without loss of generality, we always assume that $S \subseteq \mathbb{Z}_n$.

Let $S = \{s_1, \ldots, s_m\} \subseteq \mathbb{Z}_n$ with $1 \leq s_i \leq n/2$ for $i = 1, \ldots, m$. Given two vertices $u$ and $v$ of the graph $\langle S \rangle_n$, a path from $u$ to $v$ can be described by an integer vector $x = (x_1, \ldots, x_m) \in \mathbb{Z}^m$ such that there are $x_i$ steps of the form $w \to w + s_i$ if $x_i \geq 0$, or there are $|x_i|$ steps of the form $w \to w - s_i$ if $x_i < 0$, for $i = 1, \ldots, m$. It is easy to see that any permutation of a sequence of steps in a path from $u$ to $v$ produces another path from $u$ to $v$.

Starting from $u$ we arrive at $v$ if and only if

$$\sum_{i=1}^{m} x_is_i \equiv v-u \pmod{n}.$$

It is natural to aim to minimize the $L_1$-norm $|x|_{L_1}$, which is the length of the shortest path between $u$ and $v$. For any given $n$ and $S = \{s_1, \ldots, s_m\}$, this minimal number depends only on $u-v$. Accordingly for $w \in \mathbb{Z}_n$ we denote by $\Omega(w) = \Omega_{n,S}(w)$ the set of solutions $x = (x_1, \ldots, x_m) \in \mathbb{Z}^m$ of the congruence

$$\sum_{i=1}^{m} x_is_i \equiv w \pmod{n}.$$

Define

$$D_{n,S}(w) = \min\{|x|_{L_1} : x \in \Omega(w), x \neq \emptyset\}.$$

The condition $x \neq \emptyset$ is relevant only when $w = 0$ and in this case

$$L(n,S) = D_{n,S}(0)$$

is the length of the shortest loop. We note that

$$D(n,S) = \max_{1 \leq w \leq n-1} D_{n,S}(w)$$

1
is the diameter of \( \langle S \rangle_n \).

Let \( a_1, \ldots, a_n \) be linearly independent vectors in \( \mathbb{R}^n \). The set of all integral linear combinations of the \( a_i \) forms a \( (n \text{-dimensional}) \) lattice \( L \), and the \( a_i \) are called a basis of \( L \). A lattice can also be abstractly defined as a discrete additive subgroup of \( \mathbb{R}^n \). The \textit{determinant} of a lattice \( L \) is denoted by \( \det(L) \). If \( a_1, \ldots, a_n \) is a basis of \( L \), then \( \det(L) = |\det(a_1, \ldots, a_n)| \). It is invariant under a change of basis. We remark that \( \Omega(0) \) is a lattice and \( \Omega(w) \) is a shifted (affine) lattice, and so we can apply existing tools for studying short vectors in lattices and their shifts.

We formulate the following problems

\textit{Shortest-Path:} Given a set \( S = \{s_1, \ldots, s_m\} \subseteq \mathbb{Z}_n \) and a residue \( w \in \mathbb{Z}_n \), \( w \neq 0 \), find \( D_{n,S}(w) \) and a vector \( x \in \Omega(w) \) for which \( D_{n,S}(w) = |x|_{L_1} \).

\textit{Shortest-Loop:} Given a set \( S = \{s_1, \ldots, s_m\} \subseteq \mathbb{Z}_n \), find \( L(n,S) \) and a vector \( x \in \Omega(0) \) for which \( L(n,S) = |x|_{L_1} \).

\textit{Diameter:} Given a set \( S = \{s_1, \ldots, s_m\} \subseteq \mathbb{Z}_n \), find \( D(n,S) \).

For general graphs these are well known problems. Efficient polynomial time algorithms have been developed for various shortest path problems. However, for the class of circulant graphs, there is an important distinction to be made, and that concerns the natural input size to a problem. For a general graph it is common to consider that the input size is of order \( n^2 \), which is the number of elements in the adjacency matrix. However, any circulant graph can be described by only \( m \) integers \( 1 \leq s_1, \ldots, s_m \leq n/2 \). In this representation the input size is of order \( m \log n \). Thus polynomial time algorithms for general graphs may exhibit exponential complexity in the special case of circulant graphs.

Despite quite active interest in the above problems, motivated by various applications of circulant graphs, very few algorithmic results are known except for some special partial cases such as \( m = 2 \), see \[10, 11, 19, 27\]. These papers use quite elementary number theoretic considerations. Thus one of the purposes of this paper is to introduce new techniques in this area, namely the relatively modern theory of geometric lattices \[1, 2, 3, 4, 6, 7, 8, 13, 15, 16, 17, 18, 20, 22, 24, 25, 26\] as well as more classical tools from the geometry of numbers \[9\] and combinatorial number theory \[12, 14\].

First, we give estimates on the shortest loop length in terms of associated lattices. We provide upper and lower bounds which are close, within a factor of approximately two.

Then, we briefly discuss the case when the input \( n \) is given in unary. We provide an algorithm specifically tailored for the circulant graphs which solves the \textit{Shortest-Loop} problem in polynomial time for this input measure. In contrast, we show that the \textit{Shortest-Path} problem is NP-hard in the context of the more concise representation.

Finally, we prove that three lattice problems which are believed to be hard, are reducible to an average-case instance of the \textit{Shortest Vector Problem (SVP)} for the homogeneous lattice family defined by circulant graphs, under a certain distribution on such lattices.
2 Estimates of Shortest Vectors

In this section we give estimates for the shortest loop length $L(n, S)$ in terms of the lattice defined by the congruence $\sum_{i=1}^{m} a_i x_i = 0 \pmod{n}$. For simplicity we focus on the case where the modulus $n$ is a prime $p$. This can be generalized to a composite modulus via the Chinese Remainder Theorem. In fact taking the lattice view, it is natural to consider the more general setting where a set of $s$ congruences is given,

$$Ax \equiv 0 \pmod{p}, \quad x \in \mathbb{Z}^m,$$

where $A = (a_{ij}) \in \mathbb{Z}_p^{s \times m}$, which defines a lattice $L$ of dimension $m$. The case with the circulant graph is $s = 1$. This lattice is of dimension $m$, independent of $s$, since $p \cdot e_i \in L$, for all $i$, where $e_i$ is the $i$th canonical basis vector (for $\mathbb{Z}^m$). Note that in general $p \cdot e_i$ do not form a basis for $L$.

We now compute the determinant of $L$. The map $x \mapsto Ax \pmod{p}$ defines a homomorphism from $\mathbb{Z}^m$ to $\mathbb{Z}_p^s$, the kernel of which is our lattice $L$. Thus the cardinality $|\mathbb{Z}^m/L| \leq p^s$ (equality holds if and only if $A$ has rank $m$ over $\mathbb{Z}_p$). Hence $\det(L) \leq p^s$, with equality if and only if $A$ has rank $m$ over $\mathbb{Z}_p$.

Let $B_m(r) = \{x \in \mathbb{R}^m : |x|_{L_1} \leq r\}$ be the $L_1$-norm ball of radius $r$ in $m$-dimensional space. Then the volume

$$\text{vol}(B_m(r)) = r^m \cdot \frac{2^m}{m!}.$$

By Minkowski’s Theorem, see Theorem 2 of Chapter 3 of [9], if $\text{vol}(B_m(r)) \geq 2^m \det(L)$, then there is a non-zero vector $x \in L \cap B_m(r)$. Because $2^m p^s \geq 2^m \det(L)$, a sufficient condition on $r$ is

$$r \geq \sqrt[m]{m! p^s/m} \approx \frac{m}{e} p^{s/m},$$

(The approximation is based on $\sqrt[m]{m!} = \frac{m}{e} (1 + o(1))$ as $m \to \infty$.) Thus we have

**Theorem 1.** For any system $Ax \equiv 0 \pmod{p}$, where $A \in \mathbb{Z}_p^{s \times m}$, there is a solution $x \in \mathbb{Z}^m$, $x \neq 0$, and $|x|_{L_1} \leq \sqrt[m]{m! p^{s/m}}$. In particular, for any circulant graph $(S)_p$,

$$L(p, S) \leq \sqrt[m]{m! p^{1/m}},$$

where $m = |S|$.

Let $N_m(r) = |\{x \in \mathbb{Z}^m : x_i \geq 0, \text{ and } x_1 + \cdots + x_m \leq r\}|$. It is elementary to show that

$$N_m(r) = \binom{r+m}{m}.$$

Thus $\mathbb{Z}^m \cap B_m(r) = \{x \in \mathbb{Z}^m : |x|_{L_1} \leq r\}$ has cardinality at most $2^m \binom{r+m}{m}$.

Now to each non-zero $x \in \mathbb{Z}^m \cap B_m(r)$, there are exactly $p^{m-1} - 1$ non-zero coefficient sequences $(a_1, \ldots, a_m) \in \mathbb{Z}_p^m$ for which $\sum_{i=1}^{m} a_i x_i \equiv 0 \pmod{p}$. Altogether this can account for at most $(2^m \binom{r+m}{m} - 1)(p^{m-1} - 1)$ non-zero sequences $(a_1, \ldots, a_m) \in \mathbb{Z}_p^m$. Thus if

$$p^m - 1 > (2^m \binom{r+m}{m} - 1)(p^{m-1} - 1),$$
then some \((a_1, \ldots, a_m) \neq 0\) has no solution with norm at most \(r\). The following bound is certainly a sufficient condition for this:

\[ p \geq 2^m \left( \frac{r + m}{m} \right). \]

Since \(\binom{r + m}{m} \leq (r + m)^e/m^m\), after some simple calculation, we have the sufficient condition

\[ r < m \left( \frac{1}{2e^{p^{1/m}} - 1} \right). \]

**Theorem 2.** There are circulant graphs \(\langle S \rangle_p\) with

\[ L(p, S) \geq m \left( \frac{1}{2e^{p^{1/m}} - 1} \right). \]

We note that this lower bound almost matches the upper bound in Theorem 1, within a factor of about 2. Also the analysis here can be given in terms of a matrix \(A \in \mathbb{Z}_p^{2 \times m}\), in which case, we replace the quantity \(p^{1/m}\) by \(p^{e/m}\).

Unfortunately the above considerations do not seem to apply to the non-homogeneous case. Nevertheless, some number theoretic results of [12, 14] allow us to deal with this case as well. In particular, we obtain an upper bound on \(D(n, S)\), which, in some cases, is quite tight.

**Theorem 3.** For any circulant graph \(\langle S \rangle_p\) with

\[ m \geq 0.5 \left\lfloor (4p - 7)^{1/2} \right\rfloor + 1, \]

\[ D(p, S) \leq 0.5 \left( (4p - 7)^{1/2} + 1 \right) \sim p^{1/2}, \]

where \(|S| = m\).

**Proof.** It is shown in [12] that for any set \(T \subseteq \mathbb{Z}_p^*\) of cardinality \(|T| = \left\lfloor (4p - 7)^{1/2} \right\rfloor + 1\), any element \(w \in \mathbb{Z}_p\) can be represented in the form

\[ w \equiv \sum_{t \in W} t \pmod{p} \]

for some subset \(W \subseteq T\) of cardinality at most \(|T|/2\). It is obvious that the cardinality of the set \(R = S \cup -S\) is at least \(2m - 1\). Thus selecting an arbitrary subset \(T \subseteq R\) of cardinality \(|T| = \left\lfloor (4p - 7)^{1/2} \right\rfloor + 1 \leq 2m - 1\) we obtain the required result. \(\square\)

We remark that if \(m \sim p^{1/2}\) and \(S = \{1, \ldots, m\}\) then, obviously, \(D(p, S) \geq p/m \sim p^{1/2}\), thus Theorem 3 is tight for such circulant graphs.

### 3 Polynomial Time Algorithms for Small \(n\)

When \(n\) is given as a unary input and the time complexity is measured in terms of \(n\), there are well known polynomial time algorithms to find both the length of the shortest path between
any two vertices of a graph with $n$ vertices, as well as a shortest path itself. This applies to
circulant graphs as a special case. However, even in this case, due to the symmetry present in
any circulant graph, considerable savings can be realized in time complexity, compared to using
a general graph algorithm.

We concentrate on the Shortest-Loop problem. The definition of a loop here is specifically
tailored for the circulant graph, and is not merely a specialization of a loop in general graphs.
This is because there is a “commutativity” of the underlying group $\mathbb{Z}_n$, and so we exclude certain
“trivial loops”. For example, suppose there are two distinct step sizes $s_1$ and $s_2 \in S$. The closed path $(0, s_1, s_1 + s_2, s_2, 0)$, using steps $s_1, s_2, -s_1, -s_2$ respectively, would be considered a loop in
a general graph, but is excluded here.

Assume we are given $S = \{s_1, \ldots, s_m\} \subseteq \mathbb{Z}_n$. The idea of the following algorithm for finding
loops is to try to compute all shortest paths connecting 0 and some $is_k \pmod n$, using only steps
from $S' = \{s_1, \ldots, s_{k-1}\}$. We do this for all $i$ and then for all $k$, and finally take the minimum.

Fix $k, 1 \leq k \leq m$. Let $g_k = \gcd(s_k, n)$. Let $s'_k = s_k/g_k, n_k = n/g_k$. Then $\gcd(s'_k, n_k) = 1$, and
we can solve integral linear equations

$$s'_k x - n_k y = \pm 1.$$  

The general solution has the form $x = \pm[x_0 + tn_k]$ and $y = \pm[y_0 + ts'_k]$, for some $x_0$ and $y_0$,
and where all $t \in \mathbb{Z}$ are admissible. Choose $t$ so that the absolute value $|x| = |x_0 + tn_k|$ is minimum. This will set $|x| \leq [n_k/2]$ and the corresponding $t$ is essentially unique. We denote this minimizing $x$ by $x_k$.

Next, for each $j$, $1 \leq j \leq [n_k/2]$, we compute the shortest path from 0 to $js_k \pmod n$, in
the graph $\langle S' \rangle_n$ defined by $S' = \{s_1, \ldots, s_{k-1}\}$. The minimum path length in this graph is
$D_{n,S'}(js_k)$.

Let

$$f(i,k) = \begin{cases} 
  j + D_{n,S'}(js_k) & \text{if } i \equiv \pm js_k \pmod n, 1 \leq j \leq [n_k/2] \\
  \infty & \text{otherwise, that is, } g_k \nmid i,
\end{cases}$$

where $1 \leq i \leq n - 1$, and let

$$f(0,k) = n_k.$$  

Note that, for $1 \leq i \leq n - 1$, $g_k = \gcd(s_k, n) \mid i$ if and only if there is some $j$, where $1 \leq j \leq [n_k/2]$, such that $i \equiv \pm js_k \pmod n$. Moreover, in this case, such a $\pm j$ is unique, (except in the
case where $n_k$ is even and $i = \frac{n_k}{2} s_k$, in which case there are exactly two values $+\frac{n_k}{2}$ and $-\frac{n_k}{2}$.)

To see this, one direction is trivial: if $i \equiv \pm js_k \pmod n$ for some $j$, then $g_k = \gcd(s_k, n) \mid i$.
Now suppose $g_k \nmid i$. Then $i$ belongs to the subgroup generated by $g_k$ in $\mathbb{Z}_n$, which is also
generated by $s_k$. This subgroup has order $n_k$. Hence there is some $j$ within the specified range
$1 \leq j \leq [n_k/2]$, such that

$$i \equiv \pm js_k \pmod n.$$  

$j \neq 0$ since $i \neq 0 \pmod n$. In the general case when $g_k \mid i$, except when $n_k$ is even and $i = \frac{n_k}{2} s_k$,
the uniqueness of such a $\pm j$ is quite obvious. For otherwise we have $((\pm j) - (\pm j'))s_k \equiv 0$
$(\pmod n)$ which implies that $n_k \mid ((\pm j) - (\pm j'))$. And the only possibility for this to hold is
$j = j' = n_k/2$ but they took opposite signs in (2), and $i = \frac{n_k}{2} s_k$. Indeed in this case the $\pm j$ in
(2) is not unique, but nonetheless the value of $f(i,k)$ is uniquely defined.
This shows that the function \( f(i, k) \) is well defined, and given any algorithm for finding shortest paths, this gives us an algorithm to compute \( f(i, k) \). In particular this gives a polynomial time algorithm for \( f(i, k) \).

Now we claim that the minimum loop size

\[
L(n, S) = \min_{0 \leq i \leq n-1, 1 \leq k \leq m} f(i, k). \tag{3}
\]

Clearly the minimum value on the right in (3) produces the length of some loop. Since all \( s_k \neq 0 \), using \( s_k \) alone, one can form a loop with exactly \( f(0, k) = n_k \) steps (and no less). Thus the minimum is finite. In the case \( 1 \leq i \leq n-1 \), the value \( f(i, k) \) gives the length of some loop, if such a loop exists, that consists of step sizes \( s_1, \ldots, s_k \) only, with a non-zero number of step size \( s_k \).

Let \( L \) be a loop achieving \( L(n, S) \). We show that our minimum value on the right of (3) is at least as small. This establishes (3).

If \( L \) involves only one step size \( s_k \), then \( f(0, k) = n_k \) gives the shortest loop in this case. Let \( L \) involve more than one step size, and let \( k \) be the largest \( \ell \) such that \( L \) involves a non-zero number \( x_\ell \) of steps of size \( s_\ell \). Since \( L \) is minimal, \( s_k x_k \neq 0 \) (mod \( n \)), for otherwise, by deleting the steps involving \( s_k \) we still have a non-trivial loop.

Let \( i \) be the least modulus of \( -s_k x_k \) (mod \( n \)), where \( 1 \leq i \leq n-1 \), then \( \sum_{\ell=1}^{k-1} s_\ell x_\ell \equiv i \) (mod \( n \)), and \( x_\ell \) is the number of steps in \( L \) involving \( s_\ell \). Since the subgroup of \( \mathbb{Z}_n \) generated by \( s_k \) has order \( n_k \), there is a \( j \), \( 1 \leq j \leq \lfloor n_k/2 \rfloor \), such that \( -s_k x_k \equiv \pm j s_k \) (mod \( n \)). This implies that \( -x_k \equiv \pm j \) (mod \( n_k \)). Since \( \{ x \}_{L_1} \) is minimal, \( x_k = \pm j \).

After taking away the steps involving \( s_k \), what remains is a path from 0 to \( i \equiv -s_k x_k \) (mod \( n \)) using only steps \( s_1, \ldots, s_{k-1} \), the minimum length of which has been found in the equation (1) defining \( f(i, k) \).

This completes the description of our algorithm to compute \( L(n, S) \). Now, we estimate its time complexity. Let \( \langle S_l \rangle_n \) be the graph defined by \( S_l = \{ s_1, \ldots, s_l \} \), where \( 1 \leq l \leq m \). To compute \( f(i, k) \), where \( i \equiv \pm j s_k \) (mod \( n \)), we need to know the value of \( D_{n, S_{k-1}}(j s_k) \). We first do a breadth-first search on \( \langle S_l \rangle_n \), for \( l = 1, \ldots, m \), to compute the length of the shortest path from 0 to every other vertex in each of these graphs. This can be done in a total time of \( O(n m^2) \). The rest of the computation takes time \( O(n m \log^O(1) n) \). Therefore we have the following result

**Theorem 4.** The Shortest-Loop Problem can be solved in time \( O(n m^2 + n m \log^O(1) n) \).

A more careful design of the algorithm can be shown to reduce the time to \( O(n m) \).

4 NP-hardness for the Shortest-Path problem

In this section we show that the Shortest-Path problem is NP-hard. We can also show NP-hardness and quasi NP-hardness of the approximation version of this problem. These will be discussed in the full paper. We first state a decision problem version of the Shortest-Path problem. We show that this problem is NP-complete, and the NP-hardness of the optimization problem follows easily.
Shortest-Path Decision Problem (SPDP)

Instance: Given in binary an integer \( n \), a set \( S = \{ s_1, \ldots, s_m \} \subseteq \mathbb{Z}_n \), a residue \( w \in \mathbb{Z}_n \), \( w \neq 0 \), and a bound \( b \).
Question: Is \( D_{n,S}(w) \leq b \)?
Size: \( \text{length}(n) + \sum_{i=1}^{m} \text{length}(s_i) + \text{length}(w) + \text{length}(b) \).

**Theorem 5.** The Shortest-Path Decision Problem (SPDP) is NP-complete.

**Proof.** We reduce the following well-known NP-complete decision problem to the Shortest-Path Decision Problem.

**Exact-3-Cover (X3C)**

Instance: A positive integer \( q \) and a collection \( C \) of 3-element subsets of the set \( X = \{1, 2, 3, \ldots, 3q\} \).
Question: Is there an exact cover \( C' \subseteq C \) for \( X \) (so that each element of \( X \) belongs to exactly one member of \( C' \))?
Size: \( q + |C| \), where \( |C| \) is the cardinality of \( C \).
Details of the proof are in Appendix A. \( \square \)

5 The Hardness for Homogeneous Systems

In the last section we showed that the optimization problem of finding \( D_{n,S}(w) \) for a general right hand side \( w \) is NP-hard. This corresponds to the SVP in a special class of affine lattices. The homogeneous case where \( w = 0 \) is the SVP in a special class of homogeneous lattices, namely those definable by a single congruence of the form \( \sum_{i=1}^{m} s_i x_i \equiv 0 \pmod{n} \).

There has been a considerable amount of work on the SVP for homogeneous lattices. Van Emde Boas [26] showed that it is NP-hard for the \( L_\infty \)-norm (see also [20]). The NP-hardness for every other \( L_p \)-norm, especially for the \( L_2 \)-norm, was open until a recent breakthrough by Ajtai [2], who showed that the problem for the \( L_2 \)-norm is NP-hard under randomized reductions. Moreover Ajtai [2] also showed that it is NP-hard to approximate the shortest non-zero vector in an \( m \)-dimensional lattice within a factor of \( (1 + 2^{-m^k}) \), for a sufficiently large constant \( k \). This was improved by Cai and Nerurkar [8] to a factor of \( (1 + \frac{1}{m}) \), for any \( \varepsilon > 0 \). They [8] also noted explicitly that the proof works for arbitrary \( L_p \)-norms, \( 1 \leq p < \infty \). Micciancio further improved this factor to \( \sqrt{2} - \varepsilon \) [24]. Approximations to the closest vector in a lattice were considered in [4, 13]. However, in all these reductions, the lattices constructed do not fall into the category of lattices defined in terms of circulant graphs, that is, definable by a single congruence. Nevertheless, we show (in Appendix C) that the SVP for such lattices is, in fact, NP-hard under randomized reductions. We prove the following theorem:

**Theorem 6.** The SVP for the class of (homogeneous) lattices defined by circulant graphs is NP-hard under randomized reductions. Moreover, it remains NP-hard to find an approximate shortest vector in this class of lattices within a factor of \( \sqrt{2} - \varepsilon \), for any constant \( \varepsilon > 0 \).

In this section, we focus on a worst-case/average-case connection.

Ajtai, in a separate work [1], established a reduction from the worst-case complexity of some problems believed to be hard, to the average-case complexity of the approximate SVP for a certain class of random lattices. This worst-case/average-case connection is the only such provable
reduction known for a problem in NP believed to be hard and has generated a lot of interest [3, 6, 7, 15, 16, 17, 18]. We state below three problems which are believed to be hard for any constants \( c_1, c_2 \) and \( c_3 \):

(P1) Find \( \lambda_1(L) \), the length of a shortest non-zero vector in an \( m \)-dimensional lattice \( L \), up to a polynomial factor \( m^{c_1} \).

(P2) Find the shortest non-zero vector in an \( m \)-dimensional lattice, where the shortest vector is unique up to a polynomial factor \( m^{c_2} \).

(P3) Find a basis in an \( m \)-dimensional lattice whose maximum length is the smallest possible, up to a polynomial factor \( m^{c_3} \).

Let \( \mathbb{Z}_q^{r \times l} \) denote the set of \( r \times l \) matrices over \( \mathbb{Z}_q \). For every \( r, l, q \), \( \Omega_{r,l,q} \) denotes the uniform distribution on \( \mathbb{Z}_q^{r \times l} \). For every \( X \in \mathbb{Z}_q^{r \times l} \), the set \( \Lambda(X) = \{ y \in \mathbb{Z}^l \mid Xy \equiv 0 \pmod{q} \} \) defines a lattice of dimension \( l \). \( \Lambda_{r,l,q} \) denotes the probability space of lattices consisting of \( \Lambda(X) \) by choosing \( X \) according to \( \Omega_{r,l,q} \). Let \( q = r^\ell \) be an arbitrary but fixed polynomial of \( r \). By Minkowski's Theorem, see Theorem 2 of Chapter 3 of [9], it can be proved that, \( \forall c \not\exists c' \) such that \( \forall \Lambda(X) \in \Lambda_{r,c^r,r}, \lambda_1(\Lambda(X)) \leq r \). (In fact, this bound can be improved to \( \Theta(r^{1/2+\varepsilon}) \).) Let \( l = c' \) such that \( \exists c' \) depends on \( c \) as indicated above. Let \( \Lambda = \Lambda_{r,c^r,q} \). Ajtai showed:

**Theorem 7 (Ajtai).** Let \( \gamma \) be any constant. If there is a probabilistic polynomial time algorithm \( A \) such that, with non-trivial probability \( 1/r^{O(1)} \), \( A \) finds a short non-zero vector \( v \), \( \| v \|_{L_2} \leq r^\gamma \), for a uniformly chosen lattice in the class \( \Lambda \) indexed by \( r \), then there is a probabilistic polynomial time algorithm \( B \) that solves the three problems (P1), (P2) and (P3) in the worst case, with high probability, for some constants \( c_1, c_2 \) and \( c_3 \).

We prove here that these problems are also reducible to an average-case instance of the SVP for the lattice family defined by circulant graphs, under a certain distribution on such lattices. This is not quite an NP-hardness proof, since these problems (P1), (P2) and (P3) are not known to be NP-hard. In fact there is evidence that they are not. Goldreich and Goldwasser showed that approximating the shortest lattice vector within a factor of \( O(\sqrt{m/\log m}) \) is not NP-hard assuming the polynomial time hierarchy does not collapse [15]. Cai showed that finding an \( m^{1/2} \)-unique shortest lattice vector is not NP-hard unless the polynomial time hierarchy collapses [6]. On the other hand, these problems have resisted all attempts at finding a (probabilistic) polynomial time algorithm to date. The best polynomial time algorithm is essentially the \( L^3 \) basis reduction algorithm [22] which achieves an approximation factor of \( 2^{m/2} \) for the SVP. Schnorr improves this factor to \( (1 + \varepsilon)^m \), still exponential in \( m \) and with the running time depending badly on \( \varepsilon \) in the exponent [25]. Thus it is reasonable to assume that these problems (P1), (P2) and (P3) are computationally hard.

The following proof establishes that for a certain distribution of circulant graphs, or equivalently for the special class of lattices, the average-case complexity of approximating the shortest vector in a lattice within any polynomial factor is at least as hard as these three problems in the worst-case. We first present a construction that reduces the problem of finding a short vector in a lattice \( \Lambda(X) \) to the problem of finding a short solution vector to an appropriate congruence.

Given numbers \( q, \beta \) and a matrix \( X \in \mathbb{Z}_q^{r \times l} \), we construct in polynomial time, a sequence \( s_1, \ldots, s_{l+r} \) of \( l + r \) integers and an integer \( n \). The congruence we consider is \( \sum_{i=1}^{l+r} s_i x_i \equiv 0 \pmod{n} \).
Define $k = \lceil \log_2 \beta \rceil + \lceil \log_2 q \rceil + 1$. For $i = 1, \ldots, l$, let $s_i = \sum_{j=1}^{r} X_{ji} 2^{(j-1)k}$. Essentially, $s_i$ is a concatenation of padded versions of the entries in the $i$th column of $X$. For $i = l + 1, \ldots, l+r$, define $s_i = 2^{(i-l-1)k} q$. Define $n$ to be any integer larger than $2^{rk \beta}$. The next theorem shows that the above construction is a reduction. This theorem can be tightened to get rid of the multiplicative factor $r$ below. As our main goal in this section is to prove Theorem 9, we defer the stronger version to the full paper.

**Theorem 8.** Let $\alpha$ be any number. Given a vector $v \in \Lambda(X)$, $0 < |v|_{L_1} \leq \alpha$, a solution vector $x$ to the congruence $\sum_{i=1}^{l+r} s_{i}x_i \equiv 0 \pmod{n}$, with $0 < |x|_{L_1} \leq (r+1)\alpha$, can be computed in polynomial time, and given a solution $x$ to the congruence, $0 < |x|_{L_1} \leq \beta$, a vector $v \in \Lambda(X)$ with $0 < |v|_{L_1} \leq \beta$, can be computed in linear time.

**Proof.** Let $v = (v_1, \ldots, v_l) \in \Lambda(X)$, $0 < |v|_{L_1} \leq \alpha$. By the definition of $\Lambda(X)$, there are integers $a_1, \ldots, a_r$, such that for $j = 1, \ldots, r$,

$$\sum_{i=1}^{l} v_i x_{ji} = a_j q.$$

From this it follows that $|a_j| \leq |v|_{L_1} \leq \alpha$ because for all $i, j$, $0 \leq x_{ji} < q$. We claim that the vector $x = (v_1, \ldots, v_l, -a_1, \ldots, -a_r)$ is a solution to the congruence. This is because

$$\sum_{i=1}^{l} v_i s_i + \sum_{j=1}^{r} (-a_j) s_{i+j} = \sum_{i=1}^{l} v_i \left( \sum_{j=1}^{r} X_{ji} 2^{(j-1)k} \right) + \sum_{j=1}^{r} (-a_j) q 2^{(j-1)k}$$

$$= \sum_{j=1}^{r} 2^{(j-1)k} \left( \sum_{i=1}^{l} v_i X_{ji} - a_j q \right) = 0.$$

Clearly $x$ is non-zero, and $|x|_{L_1} = |v|_{L_1} + \sum_{j=1}^{r} |a_j| \leq \alpha + r \alpha = (r+1)\alpha$.

Now, let $x = (x_1, \ldots, x_{l+r})$ be a solution to the congruence $\sum_{i=1}^{l+r} s_i x_i \equiv 0 \pmod{n}$, such that $|x|_{L_1} \leq \beta$. Every $s_i$ is at most $2^{rk}$ and so the sum $\sum_{i=1}^{l+r} s_i x_i$ is at most $2^{rk} \beta$ in absolute value, and since $n$ has been chosen to be bigger than this quantity, $\sum_{i=1}^{l+r} s_i x_i = 0$. We claim that $v = (x_1, \ldots, x_l)$ belongs to $\Lambda(X)$, that is, $Xv \equiv 0 \pmod{q}$.

We prove by induction on $j$, $j = 1, \ldots, r$, that $\sum_{i=1}^{l} X_{ji} x_{i} + q x_{l+j} = 0$. This proves that $\sum_{i=1}^{l} X_{ji} x_{i} \equiv 0 \pmod{q}$. First the base case. We can rewrite $\sum_{i=1}^{l+r} s_i x_i = 0$ as

$$\sum_{i=1}^{l} s_i x_{i} + \sum_{i=l+1}^{l+r} s_i x_{i} = 0.$$

We know that $s_i \equiv X_{1i} \pmod{2^{rk}}$ for $i = 1, \ldots, l$, $s_{l+1} \equiv q \pmod{2^{rk}}$, and for all other $i$, $s_i \equiv 0 \pmod{2^{rk}}$. Writing the above equation mod $2^k$ gives us

$$\sum_{i=1}^{l} X_{1i} x_{i} + q x_{l+1} \equiv 0 \pmod{2^k}.$$

Since $0 \leq X_{1i} < q$ and $|x|_{L_1} \leq \beta$, the above sum is at most $q \beta$ in absolute value. By definition, $q \beta < 2^k$. Therefore, $\sum_{i=1}^{l} X_{1i} x_{i} + q x_{l+1} = 0$. 
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Now, let us assume that \( \sum_{i=1}^{l} x_{ji} x_i + q x_{l+j} = 0 \) for \( j = 1, 2, \ldots, j' \). We show that \( \sum_{i=1}^{l} x_{ji} x_i + q x_{l+j} = 0 \) for \( j = j' + 1 \). Let \( s'_i \) be the quotient obtained by dividing \( x_i \) by \( 2^k \). In other words, \( s'_i \) is the number got by removing the \( j'k \) least significant bits of \( x_i \). We claim (details in Appendix B) that

\[
\sum_{i=1}^{l+r} s'_i x_i = 0. \tag{4}
\]

Clearly, for \( i = 1, \ldots, l \), \( s'_i = X_{j+1,i} \mod 2^k \), \( s'_{l+j+1} = q \mod 2^k \), and for all other \( i \), \( s'_i \equiv 0 \mod 2^k \). Therefore, taking (4) modulo \( 2^k \), we see that \( \sum_{i=1}^{l} x_{ji} x_i + q x_{l+j} = 0 \). This completes the induction. Therefore, for \( j = 1, \ldots, r \), \( \sum_{i=1}^{l} x_{ji} x_i + q x_{l+j} = 0 \), and so \( \sum_{i=1}^{l+r} x_{ji} x_i = 0 \) (mod \( q \)). Clearly, \( |v|_{L_1} \leq |x|_{L_1} \leq \beta \). \( \square \)

We now apply this reduction to show that, to solve a congruence of the form \( \sum_{i=1}^{r} s_i x_i \) (mod \( n \)) is as hard on the average, under a suitable distribution on the \( s_i \) and \( n \), as problems (P1), (P2) and (P3) are in the worst case. We first define the random distribution used.

The distribution takes two parameters, \( r \) and \( \beta \). Let \( q = r^{O(1)} \) and \( l = \Theta(r) \) be as in the definition of \( \Lambda \) in Theorem 7. Define the set \( S = S_{r, \beta} \) to be the set of positive integers less than \( 2^{rk} \), where \( k = \lceil \log_2 \beta \rceil + \lfloor \log_2 q \rfloor + 1 \). Define the following distribution \( D_{r, \beta} \) on integers \( (s_1, \ldots, s_{l+r}, n) \in S^{l+r} \times \mathbb{Z} \). \( D_{r, \beta} \) is obtained by first picking uniformly an \( r \times l \) matrix \( X \) with entries in \( \mathbb{Z}_q \), and then letting \( s_i = \sum_{j=1}^{r} X_{ji} 2^{(j-1)k} \) for \( i = 1, \ldots, l \), \( s_i = 2^{(i-l-1)k} q \), for \( i = l+1, \ldots, l + r \) and \( n \) be an integer greater than \( 2^{rk} \), chosen according to any fixed distribution.

We get the following worst-case/average-case connection.

Theorem 9. Let \( \gamma > 2.5 \) be any constant in Theorem 7 and let \( l = \Theta(r) \) as above. If there is a probabilistic polynomial time algorithm \( \mathcal{C} \) such that, with non-trivial probability \( 1/r^{O(1)} \), \( \mathcal{C} \) finds a solution vector \( x \) of \( L_1 \)-norm length at most \( r^\gamma \) for the congruence \( \sum_{i=1}^{l+r} s_i x_i \equiv 0 \) (mod \( n \)), where the \( s_i \) and \( n \) are chosen according to distribution \( D_{r, r^\gamma} \), then there is a probabilistic polynomial time algorithm \( \mathcal{D} \) that solves the three problems (P1), (P2) and (P3) in the worst case, with high probability, for some constants \( c_1, c_2 \) and \( c_3 \).

Proof. We show that the hypothesis implies that there is an algorithm which, with non-trivial probability \( 1/r^{O(1)} \), finds a short non-zero vector \( v \) of \( L_1 \)-norm length at most \( r^\gamma \), for a lattice \( \Lambda(X) \) defined by a uniformly chosen matrix \( X \in \mathbb{Z}_q^{r \times l} \), that is, a lattice chosen uniformly from \( \Lambda \).

Given such a matrix \( X \), we apply the reduction with \( \beta = r^\gamma \), and construct an integer \( n \) and a sequence \( s_1, \ldots, s_{l+r} \). Note that \( s_1, \ldots, s_{l+r}, n \) have the distribution \( D_{r, r^\gamma} \). By Minkowski’s Theorem, see Theorem 2 of Chapter 3 of [9], there exists \( v \in \Lambda(X) \), \( |v|_{L_2} \leq r \). Therefore, by the Cauchy-Schwarz inequality, \( |v|_{L_1} \leq r^\sqrt{l} = O(r^{1.5}) \). By Theorem 8, there exists a solution vector \( x \) to the congruence \( \sum_{i=1}^{l+r} s_i x_i \equiv 0 \) (mod \( n \)) with \( |x|_{L_1} = O(r^{2.5}) \). Thus, our assumption about \( \mathcal{C} \) is not vacuous, since \( \gamma > 2.5 \). By Theorem 8 again, given a solution \( x \) to the congruence, \( |x|_{L_1} \leq r^\gamma \), a vector \( v \in \Lambda(X) \) with \( |v|_{L_1} \leq r^\gamma \) can be constructed. The result now follows by Theorem 7 because \( |v|_{L_2} \leq |v|_{L_1} \). \( \square \)
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### A Proof of Theorem 5

Given $X$ and $C$ in X3C, we construct in polynomial time an instance $\varphi(X, C)$ for SPDP such that $X$ has an exact cover $C' \subseteq C$ if and only if $\varphi(X, C)$ is a positive instance for SPDP.
Let \( \ell = \text{length}(q) + 1 = \lceil \log_2(q + 1) \rceil + 1 \), one more than the binary length of the integer \( q \). Then \( q \leq 2^{\ell - 1} - 1 \). Let \( B \) be the set of all binary strings of length \((3q + 1) \cdot \ell + 1\). Each \( x \in B \) is considered as a binary number with \( 3q + 1 \) blocks of bit sequences of length \( \ell \), plus one more leading (most significant) bit. \( \forall i, 1 \leq i \leq 3q \), let \( a_i = 2^{(i-1)\ell} \), a binary number with exactly one 1 in the \( i \)th block, \( i \) counting from the right. Let \( M = 2^{3q\ell} \). For each \( \tau \in C \), let \( s_\tau = M + \sum_{i=1}^{3q} a_i \). \( s_\tau \) is \( M \) plus a binary number with exactly one 1 in each of the three locations corresponding to the three elements of \( \tau \). Let \( w = qM + \sum_{i=1}^{3q} a_i \). Finally let \( n = 2^{(3q+1)\ell} \) and let \( b = q \). This completes the definition of \( \varphi(X, C) \).

If there is an exact cover \( C' \subseteq C \) of \( X \), then \( |C'| = q \), and \( \forall i, 1 \leq i \leq 3q, \sum_{\tau \in C'} \chi_\tau(i) = 1 \). Let

\[
x_\tau = \begin{cases} 
1 & \text{if } \tau \in C' \\
0 & \text{otherwise}.
\end{cases}
\]

Then

\[
\sum_{\tau \in C} s_\tau x_\tau = qM + \sum_{\tau \in C'} \sum_{i \in \tau} a_i = qM + \sum_{i=1}^{3q} \left( \sum_{\tau \in C'} \chi_\tau(i) \right) a_i = qM + \sum_{i=1}^{3q} a_i = w.
\]

In particular, \( \sum_{\tau \in C} s_\tau x_\tau \equiv w \) (mod \( n \)) and \( |x|_{L_1} = q \). Hence \( \varphi(X, C) \) is a positive instance for SPDP.

Suppose now \( \sum_{\tau \in C} s_\tau x_\tau \equiv w \) (mod \( n \)) for some \( x = (x_\tau)_{\tau \in C} \) with \( |x|_{L_1} \leq q \). Suppose first \( \sum_{\tau \in C} s_\tau x_\tau = w + kn \) for some integer \( k \neq 0 \). Then

\[
\left| \sum_{\tau \in C} s_\tau x_\tau \right| \leq |x|_{L_1} \cdot \max_{\tau \in C} \{ s_\tau \} \leq q^3;
\]

where we denote by \( s = M + \sum_{i=1}^{3q} a_i \), an upper bound for all \( s_\tau \). Meanwhile \( |w + kn| \geq n - w \) if \( k \neq 0 \). Thus

\[
n \leq w + q^3 = 2qM + (q + 1) \sum_{i=1}^{3q} a_i < (2q + 1)M < n,
\]

since \( q + 1 \leq 2^{\ell - 1} \) and \( 2q + 1 < 2^\ell \). This is a contradiction. Thus \( k = 0 \) and

\[
\sum_{\tau \in C} s_\tau x_\tau = w.
\]

We wish to show next that among the \( x_\tau \)'s exactly \( q \) of them are 1 and the rest are all 0.

Consider \( w = \sum_{\tau \in C} s_\tau x_\tau = (\sum_{\tau \in C} x_\tau) M + \sum_{\tau \in C} (s_\tau - M)x_\tau \). Let \( r = \sum_{\tau \in C} x_\tau \). We claim \( r = q \). Otherwise,

\[
(r - q)M = \sum_{i=1}^{3q} a_i - \left( \sum_{\tau \in C} (s_\tau - M)x_\tau \right).
\]

Thus

\[
M \leq |(r - q)M| \leq \sum_{i=1}^{3q} a_i + q \max_{\tau \in C} (s_\tau - M) \leq (q + 1) \sum_{i=1}^{3q} a_i < M.
\]

Again a contradiction.

Thus \( \sum_{\tau \in C} x_\tau = q \). But \( |x|_{L_1} = \sum_{\tau \in C} |x_\tau| \leq q \), hence, all \( x_\tau \geq 0 \).
Let $s'_\tau = s_\tau - M = \sum_{i \in \tau} a_i$ and let $w' = w - qM = \sum_{i=1}^{3q} a_i$. Then

$$\sum_{\tau \in C} s'_\tau x_\tau = w',$$

where $x_\tau \geq 0$ and $\sum_{\tau \in C} x_\tau = q$.

In the binary representation of $\sum_{\tau \in C} s'_\tau x_\tau$, each $a_i = 2^{(i-1)\ell}$ has a coefficient exactly equal to the number of times $i \in \tau$, each counting $x_\tau$ times. There can be no carries, since $x_\tau \geq 0$ and $\sum_{\tau \in C} x_\tau \leq q$.

More precisely, consider any $i$, $1 \leq i \leq 3q$. Let

$$\tau^* = \tau \setminus \{1, 2, \ldots, i - 1\},$$

and let

$$s^*_\tau = \sum_{j \in \tau^*} a_j.$$

Then

$$w' = \sum_{\tau \in C} s'_\tau x_\tau = \sum_{\tau \in C} s^*_\tau x_\tau + \sum_{\tau \in C} (s'_\tau - s^*_\tau) x_\tau. \quad (5)$$

We note that $0 \leq s'_\tau - s^*_\tau \leq \sum_{j=1}^{i-1} a_j$. Thus

$$0 \leq \sum_{\tau \in C} (s'_\tau - s^*_\tau) x_\tau \leq |x|_{L_1} \sum_{j=1}^{i-1} a_j \leq q \sum_{j=1}^{i-1} a_j < a_i = 2^{(i-1)\ell}.$$

Hence by (5)

$$\left| \frac{w'}{2^{(i-1)\ell}} \right| = \sum_{\tau \in C} \left( \frac{s^*_\tau}{2^{(i-1)\ell}} \right) x_\tau,$$

where term by term $\frac{s^*_\tau}{2^{(i-1)\ell}}$ is an integer. Meanwhile by definition

$$\left| \frac{w'}{2^{(i-1)\ell}} \right| = \sum_{j=0}^{3q-i} 2^{j\ell}.$$

Taking the last two right hand sides modulo $2^\ell$, we have

$$\sum_{\tau \in C} \left( \frac{s^*_\tau}{2^{(i-1)\ell}} \right) x_\tau \equiv 1 \pmod{2^\ell}.$$

Note that

$$\frac{s^*_\tau}{2^{(i-1)\ell}} \equiv \begin{cases} 1 \pmod{2^\ell} & \text{if } i \in \tau \\ 0 \pmod{2^\ell} & \text{if } i \not\in \tau. \end{cases}$$

So we get

$$\sum_{\tau: i \in \tau} x_\tau \equiv 1 \pmod{2^\ell}.$$

But $0 \leq \sum_{\tau} x_\tau \leq q < 2^\ell$, so

$$\sum_{\tau: i \in \tau} x_\tau = 1.$$
Finally, since all $x_τ ≥ 0$, exactly one $x_τ = 1$, and all other $x_τ = 0$, among all $τ$ containing $i$. This is true for all $i, 1 ≤ i ≤ 3q$. Thus overall, among all $x_τ$’s, exactly $q$ of them are 1, the rest are 0, and

$$\{τ ∈ C : x_τ = 1\}$$

forms an exact cover of $X$.

## B Proof of Equation (4)

This can be seen as follows. For $i = 1, \ldots l$,

$$s_i = 2^{j^k} s_i^r + r_i,$$

where $r_i = \sum_{d=1}^{j'} X_{di} 2^{(d-1)k}$. Therefore,

$$\sum_{i=1}^{l} s_i x_i = \sum_{i=1}^{l} \left[ 2^{j^k} s_i^r + \sum_{d=1}^{j'} X_{di} 2^{(d-1)k} \right] x_i = \sum_{i=1}^{l} 2^{j^k} s_i^r x_i + \sum_{d=1}^{j'} 2^{(d-1)k} \sum_{i=1}^{l} X_{di} x_i.$$ 

By the inductive hypothesis, for $d = 1, \ldots j'$,

$$\sum_{i=1}^{l} X_{di} x_i = -q x_{l+d}. $$

Thus,

$$\sum_{i=1}^{l} s_i x_i = \sum_{i=1}^{l} 2^{j^k} s_i^r x_i - \sum_{d=1}^{j'} 2^{(d-1)k} q x_{l+d}. \quad (6)$$

For $i = l + 1, \ldots l + j', s_i = 2^{(l-i-1)k} q$, for $i = l + j' + 1, \ldots l + r$, $s_i = 2^{j^k} s_i^r$, and for $i = l + 1, \ldots l + j', s_i^r = 0$. Thus,

$$\sum_{i=l+1}^{l+r} s_i x_i = \sum_{i=l+1}^{l+j'} s_i x_i + \sum_{i=l+j'+1}^{l+r} s_i x_i = \sum_{d=1}^{j'} 2^{(d-1)k} q x_{l+d} + \sum_{i=l+1}^{l+r} 2^{j^k} s_i^r x_i. \quad (7)$$

From equations (6) and (7), we get

$$0 = \sum_{i=1}^{l+r} s_i x_i = 2^{j^k} \sum_{i=1}^{l+r} s_i^r x_i,$$

thus proving (4).
C Proof of NP-hardness of the SVP for the homogeneous case

In this section we denote by $\lambda_1(L)$ the $L_1$-norm length of a shortest non-zero vector in a lattice $L$. We also denote by $[b_1, \ldots, b_n]$ the matrix whose columns are the vectors $b_i$. Let $L$ be an $n$-dimensional integral lattice in $\mathbb{R}^n$. Note that any $n$-dimensional lattice in some $\mathbb{R}^n$ given by $nO(1)$ bits can be sufficiently approximated by an $n$-dimensional rational lattice in $\mathbb{R}^n$ whose basis can be described by $nO(1)$ bits. By scaling, any rational lattice can be converted to an integral lattice. So there is no loss of generality in assuming $L$ is integral.

Let $L^*$ be the dual of $L$. Let $b_1, \ldots, b_n$ be a basis of $L^*$. In general, $b_i \in \mathbb{Q}^n$ even though $L$ is integral. Let $B = [b_1, \ldots, b_n]^T$, the matrix with $b_i$ as row vectors. Then, $L = L^{**} = \{z \in \mathbb{Z}^n \mid Bz$ is an integral vector$\}$. Let $b_{ij} = \frac{p_i}{q_j}$ and let $k$ be the least common multiple of all the $q_j$. Clearly, $b_{ij}k \in \mathbb{Z}$. Let $a_{ij} = b_{ij}k \pmod{k}$ and $A = (a_{ij})_{1 \leq i,j \leq n}$. By the definition of a dual lattice, for an integral $z \in \mathbb{Z}^n$, $z \in L \iff Bz$ is integral $\iff \forall i \sum_{j=1}^n b_{ij}z_j$ is an integer $\iff \forall i \sum_{j=1}^n a_{ij}z_j \equiv 0 \pmod{k}$. That is, $L = \{z \in \mathbb{Z}^n \mid Az \equiv 0 \pmod{k}\}$. The determinant of $L$ is at most $k^n$. By Minkowski’s First Theorem applied to the $L_1$-norm,

$$\lambda_1(L) \leq \gamma n(\det L)^{1/n} \leq \gamma nk,$$

where $\gamma$ is a universal constant.

Let $p$ be a prime bigger than $k^n(n!)$ and $\alpha = p \left(1 + \frac{n}{p}\right) \gamma nk$. Let $l = \lceil \log_2(pk\alpha) \rceil + 1$. Note that $l \leq nO(1)$. Let $M$ be any integer $> 2^n\alpha$. Let

$$s_i = \sum_{j=1}^n a_{ij}2^{(j-1)l} \quad \text{for } i = 1, \ldots, n$$

and

$$s_i = 2^{(i-1-n)l}pk \quad \text{for } i = n+1, \ldots, 2n.$$

It is clear that $\forall i \mid s_i \mid \leq 2^n$. It is also obvious that all the quantities defined above have polynomial bit length. Let $L'$ be the lattice $L' = \{x \in \mathbb{Z}^{2n} \mid \sum_{i=1}^{2n} a_{ij}z_i \equiv 0 \pmod{M}\}$.

**Lemma 10.** Given a non-zero vector $z \in L$, a non-zero vector $x \in L'$ can be computed so that $|x|_{L_1} \leq p \left(1 + \frac{n}{p}\right) |z|_{L_1}$, and given a non-zero vector $x \in L'$, $|x|_{L_1} \leq \alpha$, a non-zero vector $z \in L$ can be computed such that, $|z|_{L_1} \leq \frac{|x|_{L_1}}{p}$. It follows that,

$$p\lambda_1(L) \leq \lambda_1(L) \leq p \left(1 + \frac{n}{p}\right) \lambda_1(L).$$

**Proof.** Let $|z|_{L_1} = \beta$. By definition, $Az \equiv 0 \pmod{k}$. In other words, for $j = 1, \ldots, n$, $\exists d_j \in \mathbb{Z}$ such that $\sum_{i=1}^n a_{ji}z_i = d_jk$. Because $0 \leq a_{ji} < k$, $|d_j| < |z|_{L_1} = \beta$. Let $y = pz$. This means that $Ay \equiv 0 \pmod{pk}$. Define $x = (y_1, \ldots, y_n, -d_1, \ldots, -d_n)$. We now show that $x \in L'$.

This is because

$$\sum_{i=1}^n y_is_i + \sum_{j=1}^n (-d_j)s_{n+j} = \sum_{i=1}^n y_i \left( \sum_{j=1}^n a_{ji}2^{(j-1)l} \right) + \sum_{j=1}^n (-d_j)pk2^{(j-1)l}$$

$$= \sum_{j=1}^n 2^{(j-1)l} \left( \sum_{i=1}^n y_ia_{ji} - d_jpk \right) = 0.$$
We get,

\[
|x|_{L_1} = |y|_{L_1} + \sum_{j=1}^{n} |d_j| \\
\leq p \beta + n \beta \\
= p (1 + \frac{n}{p}) \beta.
\]

Because \(y\) is non-zero, \(x\) is a non-zero vector in \(L\). When \(z\) is the shortest non-zero vector in \(L\), we get the following inequality,

\[
\lambda_1(L') \leq |x|_{L_1} \leq p (1 + \frac{n}{p}) |z|_{L_1} = p (1 + \frac{n}{p}) \lambda_1(L).
\] (8)

Now for the second part of the lemma. By Minkowski's First Theorem, \(\lambda_1(L) \leq \gamma nk\). Therefore, by what was proved above, \(\lambda_1(L') \leq p (1 + \frac{n}{p}) \gamma nk = \alpha\), which means our assumption in the second part \(|x|_{L_1} \leq \alpha\) is not vacuous.

We have, \(\sum_{i=1}^{2n} s_i x_i \equiv 0 \pmod{M}\), and because \(\left| \sum_{i=1}^{2n} s_i x_i \right| \leq 2^{n} \alpha < M\), \(\sum_{i=1}^{2n} s_i x_i = 0\). We will now show that

\[
A \hat{x} \equiv 0 \pmod{pk},
\] (9)

where \(\hat{x} = (x_1, \ldots, x_n)^T\), the first \(n\) components of \(x\).

We prove by induction on \(j\), \(j = 1, \ldots, n\), that \(\sum_{i=1}^{n} a_{ji} x_i + pk x_{n+j} = 0\). This proves that \(\sum_{i=1}^{n} a_{ji} x_i = 0 \pmod{pk}\). First the base case. We can rewrite \(\sum_{i=1}^{2n} s_i x_i = 0\) as

\[
\sum_{i=1}^{n} s_i x_i + \sum_{i=n+1}^{2n} s_i x_i = 0.
\] (10)

We know that \(s_i = a_{1i} \pmod{2^l}\) for \(i = 1, \ldots, n\), \(s_{n+1} = pk \pmod{2^l}\), and for all other \(i\), \(s_i = 0 \pmod{2^l}\). Writing the above equation \(\pmod{2^l}\) gives us

\[
\sum_{i=1}^{n} a_{1i} x_i + pk x_{n+1} = 0 \pmod{2^l}.
\]

Since \(0 \leq a_{1i} < k\) and \(|x|_{L_1} \leq \alpha\), the above sum is at most \(pk \alpha\) in absolute value. By definition, \(pk \alpha < 2^l\). Therefore, \(\sum_{i=1}^{n} a_{1i} x_i + pk x_{n+1} = 0\).

Let \(1 \leq j' < n\) and assume that \(\sum_{i=1}^{n} a_{ji} x_i + pk x_{n+j} = 0\) for \(j = 1, 2, \ldots, j'\). We show that \(\sum_{i=1}^{n} a_{ji} x_i + pk x_{n+j} = 0\) for \(j = j' + 1\). Let \(s'_i\) be the quotient obtained by dividing \(s_i\) by \(2^{l'}\). In other words, \(s'_i\) is the number got by removing the \(j'\) least significant bits of \(s_i\). We claim that

\[
\sum_{i=1}^{2n} s'_i x_i = 0.
\] (11)

This can be seen as follows. For \(i = 1, \ldots, n\),

\[
s_i = 2^{l'} s'_i + r_i,
\]

\[
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where \( r_i = \sum_{d=1}^{2^d} a_{di} 2^{(d-1)i} \). Therefore,

\[
\sum_{i=1}^{n} s_i x_i = \sum_{i=1}^{n} \left[ 2^{j_i} s_i' \sum_{d=1}^{j_i} a_{di} 2^{(d-1)i} \right] x_i \\
= \sum_{i=1}^{n} 2^{j_i} s_i' x_i + \sum_{d=1}^{j_i} 2^{(d-1)i} \sum_{i=1}^{n} a_{di} x_i.
\]

By the inductive hypothesis, for \( d = 1, \ldots, j' \),

\[
\sum_{i=1}^{n} a_{di} x_i = -pk x_{n+d}.
\]

Thus,

\[
\sum_{i=1}^{n} s_i x_i = \sum_{i=1}^{n} 2^{j_i} s_i' x_i - \sum_{d=1}^{j_i} 2^{(d-1)i} pk x_{n+d}.
\]  \hspace{1cm} (12)

For \( i = n + 1, \ldots, n + j' \), \( s_i = 2^{(i-n-1)i} pk \), for \( i = n + j' + 1, \ldots, 2n \), \( s_i = 2^{j_i} s_i' \), and for \( i = n + 1, \ldots, n + j' \), \( s_i' = 0 \). Thus,

\[
\sum_{i=n+1}^{2n} s_i x_i = \sum_{i=n+1}^{n+j'} s_i x_i + \sum_{i=n+j'+1}^{2n} s_i x_i \\
= \sum_{d=1}^{j'} 2^{(d-1)i} pk x_{n+d} + \sum_{i=n+1}^{2n} 2^{j_i} s_i' x_i.
\]  \hspace{1cm} (13)

From equations (10), (12) and (13), we get

\[
0 = \sum_{i=1}^{2n} s_i x_i = 2^{j'} \sum_{i=1}^{2n} s_i' x_i,
\]

thus proving (11).

Clearly, for \( i = 1, \ldots, n \), \( s_i' \equiv a_{j'+1,i} \pmod{2^j} \), \( s_{n+j'+1} \equiv pk \pmod{2^j} \), and for all other \( i \), \( s_i' \equiv 0 \pmod{2^j} \). Therefore, taking (11) modulo \( 2^j \), we see that \( \sum_{i=1}^{n} a_{j'+1,i} x_i + pk x_{n+j'+1} = 0 \). This completes the induction. Therefore, for \( j = 1, \ldots, n \), \( \sum_{i=1}^{n} a_{ji} x_i + pk x_{n+j} = 0 \), and so \( \sum_{i=1}^{n} a_{ji} x_i \equiv 0 \pmod{pk} \). This proves (9).

Let \( A \hat{x} = (pm_1, \ldots, pm_n)^T \), where \( m_i \in k \mathbb{Z} \). Then, \((\det A) x \equiv 0 \pmod{p} \). Since, \( p > k^n (n!) \geq |\det A| \), \( p \) is relatively prime to \(|\det A|\) and so \( p \mid x_i \), for \( i = 1, \ldots, n \). Let \( z = (z_1, \ldots, z_n) \) where \( z_i = \frac{1}{p} x_i \). Then \( Az \equiv 0 \pmod{k} \). Also, since \( x \) is non-zero, not all \( x_1, \ldots, x_n \) are zero, by the definition of \( L' \). Therefore, \( z \) is a non-zero vector in \( L \). Clearly, \( |z|_{L_1} \leq \frac{1}{p} |x|_{L_1} \). We get the following inequality when \( x \) is the shortest non-zero vector in \( L' \),

\[
\lambda_1(L) \leq |z|_{L_1} \leq \frac{1}{p} |x|_{L_1} = \frac{1}{p} \lambda_1(L').
\]  \hspace{1cm} (14)

From (8) and (14) we establish,

\[
p \lambda_1(L) \leq \lambda_1(L') \leq p \left(1 + \frac{n}{p}\right) \lambda_1(L).
\]
Theorem 6. The SVP for the class of (homogeneous) lattices defined by circulant graphs is NP-hard under randomized reductions. Moreover, it remains NP-hard to find an approximate shortest vector in this class of lattices within a factor of $\sqrt{2} - \epsilon$, for any constant $\epsilon > 0$.

Proof. From the second part of Lemma 10, if $x$ is the shortest vector in $L'$, then the computed $z$ satisfies $\lambda_1(L) \leq |z| \leq \left(1 + \frac{n}{p}\right) \lambda_1(L)$. It is known that it is NP-hard, under randomized reductions, to approximate the SVP for a general (homogeneous) lattice within a factor of $\sqrt{2} - \epsilon$ for the $L_1$-norm [24]. Hence, the NP-hardness, under randomized reductions, of the SVP for the homogeneous case follows. It also follows that for any constant $\epsilon > 0$, it remains NP-hard to approximate within a factor of $\sqrt{2} - \epsilon$. 