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UNIVERSITY OF WISCONSIN-MADISON

Dear Faculty Search Committee,

I am writing to apply for the position of tenure-track assistant professor in your department. I will re-
ceive my Ph.D. degree in Computer Science from the University of Wisconsin-Madison in Spring 2013.
My advisor is Prof. Michael M. Swift. Prior to graduate school, I was working for three years as a full
time software developer in the areas of distributed file systems and databases.

My primary research areas include operating systems, device drivers, software reliability and file sys-
tems. My secondary interests are in programming languages and much of my work in graduate school
uses PL techniques such as static analysis, symbolic execution and code generation to improve relia-
bility. Through multiple internships, I have also worked on storage, including SSDs and distributed
storage in data centers. I feel that the breadth of my experience increases my opportunities to collabo-
rate within your department.

In the near term, I plan on developing a funded research program on designing better OS abstractions
for new devices with specific goals like energy efficiency, cloud computing (I/O virtualization) and
better reliability. This aligns with my long term goal of making computing more useful and reliable at
reduced costs for our society. At the same time, through excellence in teaching and mentoring, I plan
to join in your department’s efforts to produce the next generation of computer scientists.

Enclosed are my curriculum vitae (along with the list of my references), a research statement, and a
teaching statement. These materials are also available at: http://www.cs.wisc.edu/~kadav/app/

If I can provide you with any further information, please do let me know. I look forward to hearing
from you.

Sincerely,

Asim Kadav
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RESEARCH INTERESTS

Primary Interests: ~ Operating Systems (Device Drivers, Software Reliability, File Systems),
Distributed Systems (Storage, Virtual Machines).

Secondary Interests: Programming Languages (Static Analysis, Symbolic Execution),
Software Engineering.

EDUCATION

2007 - 2013 PhD in Computer Science. University of Wisconsin-Madison
Understanding and Improving Device Access
in Operating Systems
Advisor: Prof. Michael M. Swift

2007 - 2010 Masters with Thesis. University of Wisconsin-Madison
Live Migration of Direct-Access Devices

2000 - 2004 Bachelors of Computer Science. National Institute of Technology,
with distinction Nagpur, India

HONORS AND AWARDS
Best Paper Award, Hot Storage 2009.

Fast Tracked paper, WIOV 2008.

Summer Research Fellowship, Dept. of Computer Sciences, University of Wisconsin, May 2008.
Travel Grants for OSDI 2008-12, SOSP 2009 and ASPLOS 2012.

Performance award from IBM Systems and Technology Labs (2007) and Oracle Corporation (2005).

Top 0.1% across India in Mathematics and Hindi in Class X Examinations.

JOURNAL PUBLICATIONS

Mahesh Balakrishnan, Asim Kadav, Vijayan Prabhakaran, Dahlia Malkhi. Differential TOS’10
RAID: Rethinking RAID for SSD Reliability. Proceedings of ACM Transactions on Storage,
Volume 6 Issue 2, July 2010.

Asim Kadav and Michael M. Swift. Live Migration of Direct-Access Devices.
Proceedings of ACM SIGOPS Operating Systems Review, Volume 43, Issue 3. July 2009. OSR’09
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CONFERENCE PUBLICATIONS

Asim Kadav, Matthew J. Renzelmann, Michael M. Swift. Fine-Grained Fault Toler-
ance using Device Checkpoints. Proceedings of Architectural Support for Programming
Languages and Operating Systems, Houston, TX, March 2013. (To appear)

Matthew J. Renzelmann, Asim Kadav, Michael M. Swift. SymDrive: Testing Drivers
Without Devices. Proceedings of Symposium on Operating Systems Design and Implementa-
tion, Hollywood, CA, October 2012.

Asim Kadav, Michael M. Swift. Understanding Modern Device Drivers. Proceedings
of Architectural Support for Programming Languages and Operating Systems London, UK,
March 2012.

Mahesh Balakrishnan, Asim Kadav, Vijayan Prabhakaran, Dahlia Malkhi. Differen-
tial RAID: Rethinking RAID for SSD Reliability. Proceedings of Fifth ACM European
Conference on Computer Systems, Paris, France, April 2010.

Asim Kadav, Matthew J. Renzelmann, Michael M. Swift. Tolerating Hardware Device
Failures in Software. Proceedings of ACM Symposium on Operating System Principles, Big
Sky, MT, October 2009.

WORKSHOP PUBLICATIONS

Asim Kadav, Mahesh Balakrishnan, Vijayan Prabhakaran, Dahlia Malkhi. Differential
RAID: Rethinking RAID for SSD Reliability. Proceedings of Workshop on Hot Topics in
Storage and File Systems. Best Paper Award. Re-appeared in ACM Operating Systems
Review, Volume 44 Issue 1.

Asim Kadav and Michael M. Swift. Live Migration of Direct-Access Devices. Proceed-
ings of Workshop on 1/O Virtualization - 2008, co-located with OSDI 2008. Forwarded as
one of the top papers to Operating Systems Review Volume 43, Issue 3.

PATENT APPLICATIONS

ASPLOS "13

OSDI 12

ASPLOS "12

EUROSYS "10

SOSP 09

HotStorage '09

WIOV 08

B. Fan, A. Kadav, E. Nightingale, J. Elson, R. Rashid, J. Mickens. Block-level Access to Parallel Storage.

OTHER PUBLICATIONS

Asim Kadav, Rathijit Sen, Michael M. Swift, Mercurial Caches: OS Support for Energy Proportional
DRAM. Poster at USENIX Operating System Design and Implementation (OSDI '12), Hollywood, CA, Oc-

tober 2012.

Matthew J. Renzelmann, Asim Kadav, Michael M. Swift, Testing Device Drivers without Hardware.
Poster at USENIX Operating System Design and Implementation (OSDI '10), Vancouver, BC, October 2010.

Asim Kadav and Mehul M. Joshi, Setting up a multicluster environment using General Parallel File

System, IBM DeveloperWorks, May 2007.
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TALKS

“Understanding Modern Device Drivers” at Conference on Architectural Support for Programming Lan-
guages and Operating Systems, ASPLOS "12, London, UK. March 2012.

“ApDrive and ThinCloud” at Microsoft Research - Redmond, End of internship talk. August 2011.

“Tolerating Hardware Device Failures in Software” at Symposium on Operating System Principles, SOSP
'09, Big Sky, MT. October 2009.

“Differential RAID: Rethinking RAID for SSD reliability” at Microsoft Research - Silicon Valley Center,
End of internship talk. August 2009.

“Live Migration of Direct-Access Devices” at Workshop on I/O Virtualization - 2008, WIOV’08, co-located
with OSDI 2008. December 2008.

SERVICE
External Review Committee: SIGMETRICS 2010, USENIX ATC 2011.

Shadow PC: SOSP 2009.

WORK EXPERIENCE

Microsoft Research, Redmond, WA June- Aug 2011 & Jan- Feb 2012
Research Intern with Ed Nightingale, Jeremy Elson and James Mickens

Developed ThinCloud, a system that provides fast block access to Flat DataCenter Storage (FDS) and
demonstrates that desktop workloads can co-exist with big data workloads. My responsibilities in-
cluded designing and implementing the kernel interface for FDS and a user-space client that imple-
ments striping for fast I/O and recovery. I also wrote simple benchmarks that demonstrate the perfor-
mance and correctness of the system.

Microsoft Research Silicon Valley Center, Mountain View, CA June-Aug 2009
Research Intern with Mahesh Balakrishnan, Vijayan Prabhakaran and Dahlia Malkhi

Designed and implemented a prototype of Differential RAID system in the Windows 7 volume man-
ager.

IBM Systems and Technology Labs, Pune, India Feb 2006 - July 2007
Systems Software Engineer

Member of India development team of IBM’s parallel clustered file system product- GPFS (General
Parallel File System) and was involved in developing the product for 64 bit Solaris SPARC V9.

Oracle Corporation, Bangalore, India June 2004 - Feb 2006
Technical Analyst

Worked on database solutions including fault-tolerant systems, resource monitoring, database cloning,
data re-organization, performance tuning and query optimization.

TEACHING EXPERIENCE

Guest Lectures on Distributed Systems and Memory Management at IBM [June 2006] and on Database
Fundamentals for Quality Team at Oracle Corporation. [June 2005]
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Teaching assistant at University of Wisconsin for CS 302: Introduction to Object-Oriented Program-
ming. Supervised bi-weekly labs, created assignment, held office hours and graded homeworks and
exams. [Fall 2007]

Teaching assistant at University of Wisconsin for CS 552: Introduction to Computer Architecture. Cre-
ated notes, held office hours, graded homework solutions.[Spring 2008]

RESEARCH EXPERIENCE
Fine-Grained Fault Tolerance [ASPLOS "13] Sept 2011 - Present

Existing driver recovery mechanisms suffer from overheads of full device restart and incomplete re-
covery due to proprietary device semantics. I have developed a novel device checkpointing mecha-
nism for drivers that re-uses existing suspend/resume code in drivers. I have also developed a princi-
pled way to refactor existing drivers to export the checkpoint-restore interface. I demonstrate its utility
by building Fine-Grained Fault Tolerance (FGFT), a system that executes driver entry points as trans-
actions and uses software-fault isolation to prevent corruption and detect failures. FGFT provides very
fast recovery, averaging only 20us, and is able to recover from a range of driver failures.

ThinCloud: An Elastic, High Performance Desktop File System June 2011 - Present

Thin Cloud is a new distributed file system for desktop applications. Thin Cloud provides the scalabil-
ity, fault tolerance, and sequential I/O performance of a cloud-based file system but exports a standard
Win32 interface, and it handles small, random 1/Os efficiently. Thin Cloud provides excellent perfor-
mance to unmodified desktop applications with up to 1200 MB/s of throughput, and it improves the
performance of I/O bound applications by 2x-10x. Thin Cloud can coexist alongside “big data” appli-
cations, and by using a single cloud for both desktop applications and business-scale applications, IT
departments can consolidate hardware and centralize administrative tasks.

Understanding Modern Device Drivers [ASPLOS "12] Nov 2010 - March 2012

Modern research offers a limited view of what drivers can do, mostly depicting bugs and broken code
which are hardly representative of the almost 5 million lines of code (in the case of Linux). In this
project, I study the form, function and abstractions of all device drivers. I find that many assumptions
made by driver research do not apply to all drivers. For example, I find that at least 42% of drivers
have code that is not captured by a class definition and 14% of drivers do significant computation over
data. We also find that 8% of all driver code is similar to code elsewhere, and may be removed with
new abstractions or libraries.

SymDrive: Testing Device Drivers without Hardware [OSDI "12] Feb 2010 - Oct 2012

I helped develop SymDrive, a system to test device drivers using symbolic execution. Symbolic execu-
tion provides the ability to test a driver without requiring any of the device hardware or chipset the
driver supports. Symdrive uses static analysis to mitigate the drawbacks of symbolic execution such
as state space explosion. The system also incorporates a specification framework that allows the devel-
oper to test a set of conditions each time the driver interacts with the kernel. This allows for thorough
testing of drivers rather than just bug-finding.

Differential RAID: Rethinking RAID for SSD Reliability [Eurosys "10] June 2009 - August 2009

At Microsoft Research, Silicon Valley, I worked on a RAID prototype designed for SSDs. Due to their
wear-out characteristics, SSDs do not work reliably with RAID-5. This happens because RAID-5 causes
all drive constituents to wear out at the same time reducing reliability. I helped develop Differential
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RAID, which uses parity to unevenly wear out individual SSDs in a RAID array, thereby increasing
overall system reliability.

Tolerating Hardware Device Failures in Software [SOSP "09] Oct 2008 - Oct 2009

In this project, we built Carburizer, a system to detect hardware dependence bugs in driver code and
automatically fix them. Hardware dependence bugs are those where the software assumes correct
hardware behavior and uses them unsafely in critical control and data paths. Carburizer detects and
automatically fixes 1000 bugs in Linux driver code relating to livelocks, panics and unsafe memory ref-
erences. Additionally, Carburizer also fixes missing error reporting, interrupt issues and provides for
automatic recovery in case of hardware failures.

Live Migration of Direct-Access Devices [WIOV "08] [OSR "09] May 2008 - Oct 2008

This project aimed at providing migration support for direct-access devices which is currently not pos-
sible. Existing solutions require one to either detach the device pre-migration or transfer all I/O to a
virtual device. We designed and implemented shadow driver migration that successfully achieved live
migration for directly attached network devices and is extensible to any class of devices.

REFERENCES
Prof. Michael M. Swift Prof. Ben Liblit Prof. Remzi Arpaci-Dusseau
Assistant Professor Associate Professor Professor

Computer Sciences Department =~ Computer Sciences Department ~ Computer Sciences Department
University of Wisconsin-Madison University of Wisconsin-Madison University of Wisconsin-Madison

swift@cs.wisc.edu liblit@cs.wisc.edu remzi@cs.wisc.edu
Mahesh Balakrishnan Edmund Nightingale

Researcher Senior Researcher

Microsoft Research Microsoft Research

Silicon Valley Center Redmond

maheshba@microsoft.com edn@microsoft.com
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I am interested in improving support for device access in operating systems. With the proliferation
of USB based devices, users are attaching an ever growing, changing and evolving set of devices to
make the computers more functional and interesting. Furthermore, the introduction of new forms
of I/0, such as touchscreens, accelerometers, and new interfaces, such as thunderbolt, have fur-
ther increased the required OS abstractions. These devices are also being accessed in different en-
vironments such as through hypervisors or remotely through a cloud. Thus, not only are number
of devices growing but the requirements placed on supporting them are also growing. My goal is
to make device access fast, reliable and provide the required abstractions to use these devices. This
aligns with my long term goal of making computing more useful and reliable at reduced costs.
My dissertation looks at three related problems to improve device-access: 1) Deeper under-
standing of the breadth of driver code, 2) Reliability of device drivers against device failures, and 3)
Improving device downtime latency by introducing checkpoint-restore in modern drivers.

Understanding Modern Device Drivers

In order to improve device access, I looked at the range of problems that affect device drivers. How-
ever, I realized that limited information about the breadth of drivers is available. For example, most
research projects consider only a small set of PCI devices, and then generalize to all driver classes.
However, many devices for consumer PCs are connected over USB, and hence these designs may
not apply. As a second example, research in the past decade, identified drivers as the biggest source
of bugs and, as a consequence, a primary source of reliability and security problems in Linux. How-
ever, a recent study (Palix et al., ASPLOS "11) found that this bug density of drivers is no longer
different than rest of the kernel, indicating that perhaps many of the reliability problems affecting
the driver-kernel interface have been addressed.

The implications of broad information extend beyond the applicability of existing research.
They help guide the fundamental type of research that we should perform as a community. Moti-
vated by this opportunity for drivers, I performed the largest-ever study [3] of Linux driver source
code. I developed a set of static analysis tools to analyze 5.4 million lines of driver code across var-
ious axes. Broadly, my study looks at three aspects of driver code (i) what are the characteristics of
driver code functionality and how applicable is driver research to all drivers? (ii) how do drivers in-
teract with the kernel, devices, and buses, and how can we achieve driver code standardization? (iii)
are there similarities that can be abstracted into libraries to reduce driver size and complexity?

My study produced several interesting results with far reaching implications and I'll discuss
the top three. First, most of the driver code is dedicated to driver initialization and cleanup (about
36%) and only 23% is dedicated to handling I/O and interrupts. These results indicate that efforts
at reducing the complexity of drivers should not only focus on request handling, but also on better
mechanisms for initialization. Second, I found that many assumptions made by driver research do
not apply to all drivers. For example, drivers are categorized into different classes based on their
functionality such as network, disk etc. However, I found at least 44% of drivers have functionality
outside this class definition. Hence, existing driver recovery techniques will fail to correctly recover
from failures for 44% of the devices. Finally, from our similarity study, I found 8% (or about 500
KLOC) of all driver code is substantially similar to code elsewhere that adds unnecessary complex-
ity to drivers. This code can be removed with new abstractions, libraries or programing techniques.

My study has provided the community with a better understanding of driver behavior, of the
applicability of existing research to these drivers, and of the opportunities that exist for future re-
search such as driver synthesis and remote driver execution.
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Tolerating Hardware Device Failures in Software

Prior works, have focused mostly on examining the implications of the driver-kernel interface on
the reliability of drivers. I extend the scope of driver reliability research by examining the driver-
hardware interface. In examining this interface, my aim is to answer the following question: “How
do drivers behave when hardware is faulty, and what can I do to improve it?”

Studies on servers from Microsoft indicate that transient hardware failures are a common
cause of unplanned outages. When drivers use unverified hardware inputs, it may crash the system.
I define these bugs as hardware dependence bugs, which are a new class of bugs representing instances
where drivers make incorrect assumptions about hardware behavior. My research was the first re-
search consideration to consider the implications of hardware unreliability problems on drivers.

More importantly, the Microsoft study also showed that by augmenting existing drivers with
fault-tolerant code, the system is able to tolerate over 60% of the hardware related faults. The ex-
isting approach to this problem requires time consuming effort by the developer to develop well-
written hardware fault tolerant code. Various OS and device vendors layout guidelines that require
developers to ensure that drivers always validate all hardware inputs, ensure device operations fin-
ish in finite time, report all device errors and provide provisions for recovery after failures.

To solve the above problem, I developed a system called Carburizer that automatically imple-
ments the above vendor recommendations [2]. It consists of three components. First, a static anal-
ysis component detects misuse of device inputs in critical control and data paths. Second, a code
patching component automatically fixes these bugs by adding suitable checks. This component also
generates logging code for places where drivers detect failures but does not report them. Finally, a
runtime watchdog component fixes problems that cannot be fixed statically such as interrupt and
timing bugs. It also provides a recovery service that restores the driver to a last working state when
a hardware dependence check fails.

Carburizer’s static analysis is fast, scanning upwards of 3000 drivers in less than 30 mins
while also generating hardened binary drivers. Using Carburizer, I was able to find 992 hardware
dependance bugs in the Linux 2.6.18.8 driver tree. Additionally, I found approximately 1100 cases
where the driver was missing error reporting information about device failures. Carburizer hard-
ened driver and runtime imposed almost no performance or CPU overheads.

I presented this system at Linux Plumbers Conference, 2011 to inform Linux kernel developers
of these bugs. The system was also featured in a Linux Weekly News Article (Feb 2012), which de-
scribed this problem, my paper and a list of >1000 bugs from Linux 3.1 generated by Carburizer. I
was subsequently contacted by many kernel developers thanking me for my efforts.

Fine-Grained Fault Tolerance Using Device Checkpoints

Carburzier uses the restart-replay approach of recovery which requires logging each and every call
to the driver. However, recovery is slow; restart takes considerable time since the driver performs a
full probe sequence to determine the type, capabilities and environment for the device. Replay may
be incomplete since my driver study showed that 44% of drivers implement non-standard features
that cannot be captured for replay. In addition, these systems either require large subsystems that
must be kept up-to-date with the the kernel, or require substantial rewriting of drivers.

Support for checkpoint and recovery in drivers can reduce driver downtime and can restore
state independent of how a function modifies driver state. However, to date this feature is not possi-
ble for drivers because they share state with their devices that is not available through memory. As
a result, capturing enough state to restore driver functionality following a failure is difficult. This
functionality is often considered to require significant re-engineering of device drivers.

I developed a novel checkpointing mechanism that re-uses existing suspend/resume code in
drivers and described a principled way to refactor existing drivers to export the checkpoint-restore
interface. I demonstrate its utility by building Fine-Grained Fault Tolerance (FGFT), a system that
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provides fine-grained control over the code protected [4]. FGFT executes driver entry points as a
transaction and uses software-fault isolation to prevent corruption and detect failures. When a call
fails, FGFT discards the software state and restores the device from a checkpoint. Furthermore,
FGFT can be integrated with static analysis tools (such as Carburizer), to provide fault tolerance for
specific entry points statically or during runtime, when specific inputs occur.

Results from FGFT are encouraging: First, taking a checkpoint is fast, averaging only 20us.
Second, checkpoints remove the need for logging and hence remove the problem of incomplete re-
covery arising from unique device semantics. Third, the implementation effort of FGFT is small: I
added 38 lines of code to the kernel to trap processor exceptions, and found that device checkpoint
code can be constructed with little effort from power-management code present in 76% of drivers in
common driver classes. Finally, FGFT is able to tolerate a range of driver failures. While I applied
checkpoints to fault tolerance, there are more opportunities to use them, such as in OS migration,
fast reboot, and persistent operating systems.

Other Research: Apart from my dissertation research, I have worked on broad set of prob-
lems at Wisconsin and my internships at Microsoft Research. This includes how to perform live mi-
gration of devices directly attached to guest virtual machines [1] and testing of drivers using static
analysis and symbolic execution [5]. During my internships, I've looked at storage, including relia-
bility of SSD RAID [6], and how to provide efficient block access to storage in data centers (Under
Submission). I also have full time work experience of three years as a developer working on dis-
tributed filesystem (GPFS) and databases, which adds breadth to my experience.

Research Style

These projects demonstrate my research style with three characteristics. First, I enjoy multi-
disciplinary research. For example, many of my projects at Wisconsin have ideas from the PL com-
munity. In future, I would like to continue such collaborative research especially in PL and network-
ing areas. Second, my research attempts to solve problems completely. For example, Carburizer ad-
dressed many aspects of hardware failures (device misuse, failure logging and recovery). Similarly,
my driver study looked at the breadth of all drivers as opposed to looking at a small sample, which
required developing tools that scale. I believe in taking a holistic view to research. I examine the
range of related problems, extract high level commonalities, and design a small number of solutions
that attack these commonalities and solve the broad range of problems. Third, my research is real
and immediately applicable. For example, Carburizer identified many bugs for Linux community.
The tool is available for download, and is currently being used in at least one other research project.

Future Research

I intend to extend my existing research on drivers in the short term and I/O virtualization
and OS/device co-design in the long term.

Future Directions in Driver Research: In the short term, I plan to look at problems in drivers
that are complimentary to existing research. These include looking at device protocol violations in
drivers and re-design of graphics drivers. Device protocol violations occur when drivers incorrectly
interact with devices. Often, drivers are written from hardware specifications with poor/missing
documentation. These problems are difficult to detect since they require a working device in order
to verify that device protocols have been implemented correctly. My goal is to automatically infer
device behavior from existing driver code and detect its inconsistent use within drivers using static
analysis. I plan to leverage my past work on detecting device failures to find these bugs.

Graphic drivers are among one of the most complex, largest and fastest growing drivers in
the kernel. Studies show that up to 40% of Windows Vista crashes in 2007 are exclusively due to
graphics drivers. However, modern reliability research has not looked at graphics drivers for multi-
ple reasons. First, they are large and complex. Hence, many automatic refactoring tools or thorough
testing tools such as symbolic execution choke on graphics drivers. Second, the graphics subsys-
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tem is complex, consisting of multiple libraries and drivers, often consisting of code from different
vendors and licenses. My goal is to re-design the graphics architecture for reliability comprising of
clean, coarse grained interfaces that reduce complexity and allow driver modules with different li-
censes to co-exist. I plan to use results from my driver study to separate OS and hardware specific
code and identify opportunities to extend this design to other interfaces such as SCSIL.

Co-designing device and OS abstractions: In the long term, I plan to develop device/OS ab-
stractions for specific goals such as energy efficiency. As an example, DRAM is a significant con-
sumer of power in servers. Unlike processors, which can be partially turned off with clock gating
or turning off cores, DRAM must be powered off in its entirety. Partially turning off DRAM to re-
duce power is challenging because the OS uses all available space as file cache. Furthermore, inter-
leaving of memory pages inside DRAM hinders powering off specific banks inside DRAM. I plan
to co-design low power modes with OS page management policies. Specifically, I plan to co-design
how physical pages internally map to the use of OS pages, and how to turn off ranks within DRAM
as pages are evicted. I plan to explore (1) How can existing DRAM low power modes be extended
to partially turning off DRAM? (2) How to consolidate memory given the effects of memory frag-
mentation and limited free memory due to file cache? and (3) How to use this a new low powered
memory tier transparently and reliably in the OS?

Re-architecting I/O in virtualization era: With the onset of cloud computing and increase in
personal devices, I look forward to solve the challenges within I/O virtualization related to reliabil-
ity, security and flexibility of device access. As an example, the following trends require a rethink
of device architecture in virtualized environments. First, devices other than CPU and memory are
increasingly being accessed remotely (such as Amazon’s EBS). Second, micro-servers (such as sin-
gle fabric computers) that perform all their I/O over the network are being used. Third, there is an
increase in the processing power of devices. I plan to look at the existing I/O stack and (1) Design
remote I/O communication that removes inefficiencies of current fine-grained access, (2) Improve
driver code standardization by removing device specific code from the kernel, (3) Support access
to proprietary device features using higher level communication mechanisms and (4) Support low
latency device access for applications, such as giving a database direct access to a disk.

Finally, I love collaborating with others, and hope to find an environment as stimulating as
Wisconsin to continue to engage in relevant, high-impact research.

Publications

1. Asim Kadav and Michael M. Swift. Live Migration of Direct-Access Devices. In Proceedings of ACM
SIGOPS Operating Systems Review, “Best Papers from VEE and WIOV, 2008” (OSR ’09), Volume 43, Issue
3, July 2009.

2. Asim Kadav, Matthew J. Renzelmann, Michael M. Swift. Tolerating Hardware Device Failures in Soft-
ware. In Proceedings of the 22nd ACM Symposium on Operating System Principles (SOSP '09), Big Sky, MT,
October 2009.

3. Asim Kadav and Michael M. Swift. Understanding Modern Device Drivers. In Proceedings of the 17th
ACM Conference on Architectural Support for Programming Languages and Operating Systems (ASPLOS "12),
London, UK, March 2012.

4. Asim Kadav, Matthew J. Renzelmann and Michael M. Swift. Fine-Grained Fault Tolerance using Device
Checkpoints. In Proceedings of the 18th ACM Conference on Architectural Support for Programming Languages
and Operating Systems (ASPLOS "13), Houston, TX, March 2013.
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In Proceedings of Symposium on Operating Systems Design and Implementation (OSDI "12), Hollywood, CA,
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6. Mahesh Balakrishnan, Asim Kadav, Vijayan Prabhakaran, Dahlia Malkhi. Differential RAID: Rethinking
RAID for SSD Reliability. In Proceedings of the Fifth ACM European Conference on Computer Systems. (Eu-
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Experience

I enjoy interacting with graduate and undergraduate students as a teaching assistant and as a men-
tor. I have held tutorials during my tenure at IBM for new hires. At IBM, I taught guest lectures on
Memory Management and Distributed Systems. At Wisconsin, I was a teaching assistant during the
first year of my graduate school. In Fall 2007, I held labs for Introduction to Programming (CS302)
twice a week, co-designed assignments and graded exams. In Spring 2008, for an upper level un-
dergraduate class, Introduction to Computer Architecture (CS552), I created notes for every class for
the student’s reference. Both classes required me to hold office hours, grade homework and answer
questions over email regarding class projects and homeworks.

Teaching Principles

My experience as a student and as a teaching assistant has led me to believe that knowledge can be
effectively imparted in the classroom by following these three pedagogical principles:

Interactive Learning through Examples: First, I strive to make the class interactive, by using real ex-
amples. For example, my lecture on memory management contained various small programs that
helped the students better understand memory management in userspace and kernel. When teach-
ing abstract concepts, I intend to use theoretical foundations to build the concepts. I believe that
these examples and foundations will help the students to understand and retain these concepts.
Positive Classroom Environment: Second, I believe in creating a positive environment for learning.
Positive environments enable students to express creativity when developing solutions and to com-
fortably ask questions when confused. As a teaching assistant for introduction to programming, I
found that creating assignments that are fun (as opposed to cut and dry) is worth the extra effort.

I was amazed by how many students started working on the assignments early and I was also sur-
prised with the number of creative solutions that the students submitted.

Emphasizing Key Concepts: Finally, I believe in emphasizing the key concepts in handouts and as-
signments. I plan to take a long term view of the key takeaways from the class and ensure that stu-
dents carry forward the concepts which they can apply to other classes and perhaps other areas.

Graduate Advising

I plan on advising students for research with the goal of creating independent thinkers and problem
solvers adept at communicating their ideas. Since Fall 2012, I have been meeting a new graduate
student bi-weekly while being available over email for any specific questions. My goal is to grow to
student’s abilities through weekly one-on one meetings. I plan on giving sufficient creative freedom
and at the same time set clear and realistic goals. I also wish to help my students develop compli-
mentary skills including communication and critical thinking by encouraging presentations and
reading groups. I also plan on encouraging undergraduates to pursue short term research projects
and gain research experience before graduate school.

Courses of Interest

I plan to teach Operating Systems and Distributed System Courses at the graduate and undergrad-
uate level. I am also interested in teaching introductory courses such as Computer Organization. I
also wish to explore new courses relevant to recent computing trends such as graduate course on
cloud computing and I/O virtualization and undergraduate course on mobile programming. Fi-
nally, I am fascinated at the recent efforts of various faculty at different universities to use new tech-
nology to improve education by providing classes online. It will allow me to educate students out-
side the bounds of the university.

I look forward to this opportunity to mentor students, play a positive role in their academic
development and guide them in being the next generation of computer scientists.



