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In this lecture, we will first finish up Bayes optimal classifier from the previous class. Then, we will
introduce McDiarmid’s inequality. This tool is then applied to derive the uniform convergence in
probability of the empirical risk to the true risk for any hypothesis in a given hypothesis class. Lastly, we
will introduce the Empirical Radamacher complexity as a tool to more explicitly bound the difference
between empirical risk and true risk, with large probability.

1 Bayes optimal classifier

We will begin this lecture by introducing the Bayes optimal classifier. This classifier always selects the class
with the highest probability conditioned on the input. For binary classification, the classifier is as follows:

hp(z) =argmaxP(Y = y|X = z)
ye{0,1}
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We can show that the Bayes optimal classifier produces the minimum risk across all potential classifiers. The
intuition behind this result is that selecting the highest probability class will always minimize the expected
prediction error.

Theorem: Vh € {h: X =Y}, R(h) > R(hp)

Proof:
R(h) = Exy[1(h(X) #Y)]

Applying the law of iterated expectation:
= Ex[Eyx[1(h(X) # Y)|X]]
Using the law of total expectation:
= Ex [Ey [L(h(X) £ V)Y = 0, X] P(Y = 0|X) + Ey [L(h(X) # V)Y = 1, X]P(Y = 1|X)]

— Ex[1(A(X) £ 0) P(Y = 0[X) + L(h(X) # 1) P(Y = 1]X)]
=Ex[L(h(X)=1DPY =0/X)+ 1(h(X) =0)P(Y = 1|X)]
Applying the definition of expectation:

- /(]l(h(x) — )B(Y = 0|X = 2) + 1(h(z) = 0) P(Y = 1|X = 2)) dPx (x)



Observe that the above integrand is minimized pointwise if h(z) obeys the following scheme: if P(Y = 0|X =
xz) > P(Y = 1|X = x) then set h(z) = 0 so that only the smaller of two summands in the integrand is
“activated”. A symmetric argument reveals that if P(Y = 1|/X = z) > P(Y = 0|X = z) then we should
choose h(z) = 1. In other words, the integrand, and therefore the risk of h, is minimized for all z if h is
chosen to be:

Notice, that this classifier is identical to the Bayes classifier, hg. Since the Bayes classifier minimizes this
term for all x, the integral will be minimized, and hp(z) will produce the minimum possible value of R(h).
O

2 McDiarmid’s inequality

Next, we will introduce McDiarmid’s inequality. This concentration inequality bounds the difference between
a function’s sampled value and its expected value. We will use McDiarmid’s inequality when working with
Radamacher complexity. To begin, let us define the bounded difference property. This property is necessary
to apply McDiarmid’s inequality.

Definition 1 (Bounded Difference Property). Let f : R™ — R. f satisfies the bounded difference property
when Jey, ..., ¢, € R such that Vk € {1,...,n}:

sup  [f(215 e Zhy s 20) = f(215 00 By s 20) | S
Z1yeeesRkyee3fn Rk

Intuitively, the bounded difference property states that changing any input to a function will lead to a finite
difference in the function’s output. Now we define McDiarmid’s Inequality.

Theorem 1 (McDiarmid’s Inequality). Let f : R® — R be a function satisfying the bounded difference
property with bounds c1,...,c, € R. Let Zy, ..., Z, be n independent random variables. Then for all € > 0:
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B(f(Z1y s Z) — E[f(Z1s o Z2)] > ) < exp ()
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To demonstrate the application of McDiarmid’s inequality we present the following example:

Example 1. We will use McDiarmid’s inequality to show P(|§(h) —R(h)| >¢) < 2¢=27¢” For this, first,

we will show that the function ﬁ(h) satisfies the bounded difference property. Let Xi,..., X, € R? and
Y € {0,1} be random variables. Now we define the random variable Z; = 1(h(X;) # Y3).

R = - U £ ¥ = - ) 7

Hence, we can represent R(h) as a function of Z1,...,Z,. Let k € {1,...,n}. Next, we can see that the
maximum difference in R(h) from changing Z is bounded by 1.
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Hence, the bounded difference property applies to j%(h)7 and the maximum difference for changing any input
is % Now we can apply McDirmad’s inequality.

—~ ,\ R _ 9.2
P(R(h) — R(h) > ) = P (R(h) —E[R(h)] > 5) < exp <2212(i/n)2) = exp(—2ne?)

Applying the same reasoning we get:

P(R(h) — R(h) > €) < exp(—2ne?)

Using the union bound, we get our desired result.

P(|R(h) — R(Rh)| > €) < 2exp(—2ne?)

3 Uniform convergence
We would like to have, for any small € > 0,
P(vh € H, |R(h) — R(h)| < &) = 7

where v € [0,1] is a large quantity (i.e. close to 1).
In a previous lecture, we have considered, for an arbitrary h € H,

P(|R(h) — R(h)| > ) < 6

where § € [0, 1] is a small quantity (i.e. close to 0), and that bound was derived e.g. by Hoeffding’s inequality.
Then, we applied a union bound and obtained:

P(3h € H|R(h) — R(h)| > ) < Y P(|R(h) — R(h)| > ¢) < |H| -4
heH

Of course, the above statement is vacuous if |H|-d > 1, which will necessarily be the case if |H| = oo no
matter how small § > 0 is. Therefore, we wish to derive a bound that is still useful in the presence of a
potentially non-finite hypothesis class. We will proceed by considering the following quantity

~

f(8) = SEE(RS(}L) — R(h))

where
S ={(X1,Y1),...,( Xk, Y),...,( Xy, Y2)}

with X; € X and ¥; € {0,1}, and Rs(h) == 1 3"y yyes Lnxo2vi)
To apply McDiarmid’s inequality, additionally define

S = {(Xlayl)v e (Xkaifk)v L) (XnaYn)}



Then, equipped with the above definitions,

sup |F(S) — (5] = sup |sup (Bs(h) — R(h)) — sup(Bs(h) - R(h))\
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where the inequality above follows from the fact that for any functions fi, fo,
|sup fi(a) —sup fa(a)| < sup|fi(a) — fa(a)|

Noting that % plays the role of ¢ for all k£ in the bounded difference property introduced in the previous
section, we can see that said property holds and so we can apply McDiarmid’s inequality as follows:

heM heM
< exp(—2ne?)

Ps-pyy (/(S) — EL/(S)] > ) = Psopy, (sup@s(h) ~ R(h)) — E[sup(Rs(h) — R(h)] > )

Observe that the above probability is equivalent to

P <sup<fzs<h> ~ R()) > Elsup(Rs(h) — R(W))] + )
heH heH

which in turn is equivalent to

P (Hh € H,(Rs(h) — R(h)) > E |sup(Rg(h) — R(h))} + 5)
heH

Hence, by McDiarmid’s inequality, we can equivalently claim that, Vh € H, with probability at least 1 —
exp(—2ne?),

~ ~

Rs(h) — R(h) < E[sg%(Rs(h) —R(h)]+e¢

It would be more illuminating if we had a way to quantify or at least bound the term E[sup;, <y (1/%5 (h)—R(h))],

which, given the non-linear nature of the supremum operator, is in general not equal to sup,cy IE[(]/%S (h) —
R(h))] = supjeq 0 = 0.
Next, we will introduce Radamacher complexity to help us bound the term above.

4 Radamacher complexity

Definition 2. A Radamacher random variable o € {—1,1} is such that P(c = =1) =P(c =1) = 1/2

Definition 3 (Empirical Radamacher Complexity). Let S := {(x1,91),...,(@n,yn)} be an observed sample
of n points, and let o := (01,...,0,) € {—1,1}" be n independent Radamacher random variables. Then, the
Empirical Radamacher Complexity is

_ 1 <&
Rad(S,H) :=E, |sup — oil(h(x;),y;
(570 = Ex |sup 2>,

where ((-) is our choice of loss function, e.g. £(h(x;),yi) = Lin(z,)2y:} 0 case of a classification problem.



The above definition can be intuitively interpreted as follows: let ¢ := (¢(h(z1),y1), .-, £(A(2y),yn)). Then,
_ 1
Rad(S,H) :=E, [sup ~0o- E]
henn ~

measures how well the hypothesis class H could correlate! with a random Radamacher vectors. More flexible
hypothesis classes will be able to correlate more with random vectors.

1Recall that for any two vectors a,b, their dot product is equal to the cosine of the angle between them, scaled by the
product of their norms; if those vectors have mean zero, their cosine coincides with their correlation coefficient.



