Learning to Relax:
Setting solver parameters across a sequence of linear system instances
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Goal: solve T s.p.d. linear systems ] —~—ChebCB We study successive over-relaxation (SOR), a linear solver

» for each matrix-vector pair (A{,b,), ..., (A7, b7) 3 3 parameterized by w € [1,2) often used as a preconditioner

find X s.t. ||A:x — b||, < g||b]|, fore « 1 ) S e for conjugate gradient (CG) or as a multigrid smoother. To

* solve each using a solver parameterized by w € () prevent degeneracy, we assume b; are drawn i.i.d. from a

that takes I(A, b, w) iterations. .« . N truncated Gaussian.
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1. Can we find the best w™ € () using only the + solving nonlinear systems :(<)>_ 1. Standard bandit algos (e.g. Exp3 [2] / Tsallis-INF [1])
iteration cost as feedback? In other words, can we * many graphics subroutines 1-2 H attain sublinear regret w.r.t. a fixed relaxation
minimize regret ° ... | oo 2000 3000 4000 5000 parameter:

T T For example: Reg(w™) = 0(T2/3 log%)
Reg(w”) = 2 [(A¢, by, wp) — Z [(A¢, by, @7) solving the heat equation with conductivity k;,
t=1 t=1 involves matrices A, = Kitl — V2 wherecis a 2. We introduce ChebCB, which incorporates Chebyshev
. If we have structural info, e.g. A, = A 4 ¢,1, can we constant and V is a discrete Laplacian regression into a standard contextual bandit algo [3]. It

attains sublinear regret w.r.t. the instance optimal

learn the instance-optimal policy 7*: R — () 4 , A .
ChebC(CB algorithm: parameters:

set uniform discretization g € Q¢ Reg (1*) = O(ﬁTg/ll log %)

T T
X X forinstancet =1, ...,T
Reqg(m =EIA,b,a) —EIA,b,nc ot
9(1’) (A¢, be, we) (A¢, by (ct)) * fit truncated Chebyshev series to costs I(Ag, bs, 8f;1) at
t=1 t=1

context, parameters pairs (cs, 8i 1)

See paper for non-stochastic analysis, SOR-preconditioned
* sample i; via inverse gap-weighting with weights
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