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Background

• Modeling text corpora –Latent Dirichlet 

allocation (LDA)‏

• Newspaper articles (including captions + 

images)‏

captions->LDA->topic

images->face recognition->people  

• Could we built a joint model on both image 

and text information? 



Latent Dirichlet allocation

• In the text corpora, assume

a word <- vocabulary{1,2,…V}

a documents <- N words

a corpus <- M documents



Latent Dirichlet allocation-cont.

• To generate a document, we assume each 

document is generated from K topics and 

each topic is from N words from the 

vocabulary
1. Choose N ~ Poisson(x).

2. Choose θ‏~‏Dir(a).

3. For each of the N words w_n:

(a) Choose a topic z_n  ~ Multinomial(θ).

(b) Choose a word w_n from p(w_n | z_n; β), a multinomial    

probability conditioned on the topic z_n.



Latent Dirichlet allocation-cont.



Latent Dirichlet allocation-cont.



People-LDA

• Take into account of image information in 

the documents

• Anchor each topic to a single person

politics->George Bush, sports->Yao Ming 

http://sports.yahoo.com/nba/players/3599
http://sports.yahoo.com/nba/players/3599


People-LDA cont.

• Assumptions

1. D documents in the corpus

2. K topics/people inside the corpus

3. Each document includes an image I and a caption 

W

4. Image I includes M faces, each faces contains H 

patches



People-LDA cont.
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People-LDA cont.



Experiments

• Experiments:

;”wild‏the‏in‏Face“‏from‏documents‏10000‏.1

2. randomly select 25 names from 1077 distinct

names showing in 10000 documents;

3. Obtain 25 reference faces(one image per  

person) as Reference Image

4. do image clustering



Experiments

• Image alone: using face identifier to clustering 
each image into one of the reference images

• Text alone: first cluster the caption text using 
LDA. then for each caption, assign the face 
images to their most likely names under the 
multinomial distribution of topics

• People-LDA



Experiments-Clustering



Experiments-Clustering



Experiments- Classification

• Manually label the test images

• Compare the result image with the true 
label

• Report accuracy and perplexity(lower 
perplexity assigns higher the probability to 
correct images)‏



Experiments- Classification



Conclusion

• It’s‏a‏novel‏joint‏modeling‏of‏image‏and‏

text.

• It has a better performance than other 

approaches.

• It can not associate names for people, 

whose reference images are not present. 


