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/ Review

» Recall Part 1
— Directory-Based Cache Coherence
— SGI Origin 2000 Case Study
— Memory Consistency Models Revisited

» Basic Idea
— Per-processor cache hierarchies
— Directory interleaved with memory

* But
— Limited capacity for replication
— High design & implementation cost
— Single hard-wired protocol

K— Limitations of shared physical address space
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/ Outline

* Cache-Only Memory Architecture (COMA)
» Paged-Based Distributed Shared Memory
+ Simple-COMA (S-COMA)

» Hierarchical Coherence

» Latency Tolerance
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/Cache Only Memory Architecture (COMA) \

* Make all memory available for migration & replication

* All memory is DRAM cache called Attraction Memory

* Examples
— Data Diffusion Machine (next)
— Flat COMA (fixed home for directory but not data)

— KSR-1 (hierarchy of snooping rings)

e But how do you

— Find data?

K — Deal with replacements? /
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/COI\/IA E.g.: Data Diffusion Machine (DDM) \

* All hardware COMA
« Attraction Memory => One giant hardware cache

* Maintains both address tags and state
« Data addressed, allocated, & kept coherent in blocks

« Directory info on a per cache-block basis

» Not Home Based:
— datais migratory => AM attracts data

— must find a home when replacing the data
— must find the directory entry before finding the data

\ J
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/ DDM Directory \

« Directory is hierarchical in a tree form
* Each is a set-associative cache if directory info

» Tree maintains inclusion:
« Higher levels keep replica of lower sub-trees

o B B O

\ J
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/ DDM Coherence/Placement Protocol \

« Simple write-invalidate protocol
» Cache states: Invalid, Exclusive, Shared
* Must traverse the directory:
— to find a copy on aread or write miss
— to invalidate on a write to Shared
« Directory is hierarchical set-associative caches
— Q1: Is the block in my sub-tree?
— Q2: Does the block exist outside my sub-tree?
— Request goes up until Q2==no and then down
— Request goes down until Q1=no or leaf
¢ On areplacement:
— for an Exclusive copy, must find another home (HARD!)

— for a Shared copy, must make sure other copies exist
— else must find another home
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/ Outline \

* Cache-Only Memory Architecture (COMA)
* Paged-Based Distributed Shared Memory
* Simple-COMA (S-COMA)
 Hierarchical Coherence

» Latency Tolerance

\ J
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/Page Based DSM (Shared Virtual Memory) \

« Forget all this hardware!

* Implemented shared virtual address space
— On separate computers networked together
— Use virtual memory system to do coherence on pages
— No special hardware; no shared physical address space

* Called
— Shared Virtual Memory (SVM) in original paper [Li & Hudak]
— Now called Page-Based (or Software) Distributed Shared Memory

\ J
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/ Example

P1 read virtual address x

Page fault

Allocate physical frame for page(x)
Request page(x) from home(x)

Set readable page(x)

Resume program

Problems
— False-sharing
— Page fault overhead
* Advantages
— Software Coherence protocol

K — Low cost
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/ Relaxed Consistency \
NTARY/ARY/AN B RVARVARY
P1 \\- \\< \4 } } \- \- \-
wW(X) w(x) w(x) BAR w(x) w(x) w(x)

Release consistency can delay invalidates, but
HW sends them out as they occur

Send invalidations/updates (write notices) only at
synchronization

First reference after synchronization misses

PO ) ) r(y) BAR | r(y) r(y) )

inv ac

« \/
req \ / reply
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%
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/ Multiple Writer Protocol

~

X & y on same page P1 writes x, P2 writes y

Don’t want delays associated with constraint of
exclusive access

Allow each processor to modify its local copy of a
page between synchronization points

Make things consistent at synchronization point

\_
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/ Implementing a multiple-writer protocol \

Need to get “latest” data from each processor

Exploit mutual exclusion, to capture modifications
made by one processor
Create twin (copy) of unmodified page, compute diff
to send w/ write notice

— eager: send at release

— lazy: send with response to acquire
Multiple-Writer in Lazy Release Consistency

— which diffs (vector timestamp)?

— which nodes diffs come from?

\_ J
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/ Outline \

* Cache-Only Memory Architecture (COMA)

» Paged-Based Distributed Shared Memory
* Simple-COMA (S-COMA)
» Hierarchical Coherence

» Latency Tolerance

\ J
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/ Simple COMA (S-COMA) \

« COMA
— Block granularity to find/allocate/replace (complex hardware)
— Block granularity for coherence/transfers (good for false sharing)

» Software DSM
— Page granularity to find/allocate/replace (use VM: good)
— Page granularity for coherence/transfers (bad for false sharing)

« Simple COMA
— Page granularity to find/allocate/replace (use VM: good)

— Block granularity for coherence/transfers
(good for false sharing)

— Blocks act like sub-blocks on page
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/ Sun Wildfire

~

[Hagersten/Koster HPCA99]
Begin with up to four SMP nodes

Add pseudo-processor board to each as proxy for rest of system

Can run CC-NUMA directory protocol

Can selectively use S-COMA (called Coherent Memory

Replication)

Selects between with competitive algorithm [Falsafi/Wood

ISCA97]

A hierarchical methods of building parallel machines

\_
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/ A Taxonomy of Issues

Allocation/Replication
— cacheline vs page
Access Control (Coherence)
— cacheline vs page
— HWvs SW
Protocol Processing
— HWvs SW
Communication
— cacheline vs page
— HW vs SW (message passing)

\_
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/ Outline

Cache-Only Memory Architecture (COMA)
Paged-Based Distributed Shared Memory
Simple-COMA (S-COMA)

Hierarchical Coherence

Latency Tolerance

\_
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/ Hierarchical Coherence

* Most solutions so far are flat
— E.g., adirectory that points to 1K processors

* Use hierarchy
— Intra-node coherence (e.g., snooping in SMP node)
— Inter-node coherence (e.g., directory between nodes)

e Why?
— Divide & conquer markets (e.g., sell node)
— Divide & conquer complexity (but must interface protocols)

\_
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/ Example Two-level Hierarchies
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/ Advantages of Multiprocessor Nodes

~

amortization of node fixed costs over multiple
processors

can use commodity SMPs
less nodes for directory to keep track of

(cheaper)

» nodes prefetch data for each other (fewer “remote”
misses)

« combining of requests (like hierarchical, only two-
level)

can even share caches (overlapping of working set

\

much communication may be contained within node

s)

J
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/ Disadvantages of Coherent MP Nodes \

« Bandwidth shared among nodes
Bus increases latency to local memory

before sending remote requests

increasing latency and reducing bandwidth

comply

\_

With coherence, typically wait for local snoop results
Snoopy bus at remote node increases delays there too,

Overall, may hurt performance if sharing patterns don’t

%
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/ Outline

* Cache-Only Memory Architecture (COMA)
» Paged-Based Distributed Shared Memory
+ Simple-COMA (S-COMA)

» Hierarchical Coherence

« Latency Tolerance
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/ Latency Tolerance (Chapter 11)

* Motivation
— Microprocessors getting faster faster than DRAM

— Worse for parallel machines

» Of course
— Use memory hierarchy
— Make each level as fast as possible
— make each level better (e.g., bigger)

« Eventually
— Must tolerate latency for additional parallelism

K— Old idea: multitasking for disk I1/0

— DRAM access is now 100s of “instruction opportunities”
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/ Latency Tolerance for Message Passing \

+ Block Data Transfer
— Of course -- messages

* Pre-communication

— If possible
— And must buffer

* Proceeding Past Long-Latency Events

— Of course -- messages

* Multithreading within Node

— Possible

— But makes programming model more complex
K (intra-node communication message-passing or shared-memory?) J
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ﬁ_atency Tolerance for Shared Memory 1 of 2\

» Block Data Transfer
— Harder to integrate
— DMA engine (how virtualize?)

— block load/store instructions
— coalescing write buffer

¢ Pre-communication
— Mostly prefetching

— binding or non-binding (latter with coherence only)
— initiated by hardware or software
» what to prefetch

» went to prefetch
— TLB misses, page faults, & invalid exceptions

— KSR-1 post-store -- a sender-initiated prefetch
— Snarfing, deliver, update -- store allocation at destination hard
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ﬁ_atency Tolerance for Shared Memory 2 of 2\

* Proceeding Past Long-Latency Events
— Overlapping memory operations
— Overlapping coherence operations

— relaxed memory consistency models
(or speculative implementation of strong model)

* Multithreading
— Between instructions: HEP & Tera
» too many contexts & fails to exploit caches

— On cache miss: MIT Alewife & IBM RS64 (RS/6000)
» Few contexts for in-order core
— Within cycle: Washington Simultaneous Multithreading (SMT)

» Good match to out-of-order core with register renaming
(since backend need not know multiple threads exist)

\ J
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* Cache-Only Memory Architecture (COMA)

» Paged-Based Distributed Shared Memory

« Simple-COMA (S-COMA)

« Hierarchical Coherence

« Latency Tolerance

\_ J
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