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Outline
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• Today
• Software-Defined Networking

• Announcements
• Quiz2 today

• Last
• Link State Routing



Traditional L3 Networks: Data Plane
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• Data plane
• Move packets across different devices along the communication path 



Operations: forward, filter, buffer, mark, rate-

limit, etc.
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Traditional L3 Networks: Control Plane

4

• Control plane
• Decide the packet communication path via the distributed algorithm



Traditional L3 Networks: Control Plane
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• Control plane
• Decide the packet communication path via the distributed algorithm

Track topology changes, compute routes, 

and install forwarding/filtering rules



Traditional L3 Networks: Management Plane
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• Management plane
• Configure, monitor, and management the communication device



Traditional L3 Networks: Management Plane
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• Management plane
• Configure, monitor, and management the communication device

Collect measurements and configure the 

equipment



Shortest Path Routing
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• Management plane: set the link weights
• Control plane: compute shortest paths via the routing algorithm
• Data plane: forward packets to the next hop



Shortest Path Routing
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• Management plane: set the link weights
• Control plane: compute shortest paths via the routing algorithm
• Data plane: forward packets to the next hop



How can we introduce new designs in the 
networking layer?
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Example #1: Adaptive Routing
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• Integrate traffic engineering into the routing algorithm
• Change link weights
• Add a new routing path
• Avoid the congested path
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Example #2: Avoid Transient Anomalies

• Distributed protocol under race conditions
• Temporary disagreement among the nodes
• Cause packets stuck in the loop
• Even though the changes were planned well

1

1

1

1 —> 5

3



Messy Enterprise Networks
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Messy Enterprise Networks
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How can we simplify the network 
management and keep innovations?
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Why is this hard?

• #1: Closed equipment
• Software tightly coupled with hardware
• Vector-specific interfaces

• #2: Distributed control plane
• Fast and reliable distributed algorithms are non-trivial to build

• #3: Ad-hoc device management 
• Great hardware heterogeneity 

• #4: Slow protocol standardization 
• Many years of discussion between the communication and vendors
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Solution: Software-Defined Networking
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Software-Defined Networking (SDN)



SDN Hardware Architecture
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• #1: Central controller
• General-purpose servers
• Provide connectivity to all the routers in the managed domain

• #2: Router/Switch
• Run a simple forwarding data-plane

A Central Controller



SDN Software Stack
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SDN Software Stack
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Events from switches 
Topology changes, 
Traffic statistics, 
Arriving packets



SDN Software Stack
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Events from switches 
Topology changes, 
Traffic statistics, 
Arriving packets

Commands to switches 
(un)install rules, Query 

statistics, Send packets
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How does SDN work exactly?



Packet Forwarding w/o SDN
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• Packets are forwarded based on the routing table
• The Routing processor runs the routing algorithm and constructs the table



Packet Forwarding w/ SDN
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• Has the data-plane changed?



Packet Forwarding w/ SDN
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• Has the data-plane changed?
• No



Packet Forwarding w/ SDN
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• Has the data-plane changed?
• No

• When missing in the routing table
• Packets are forwarded to the central controller!



A Central Controller

Router 2Router 1Host 1

Host 2

User 1

User 2
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The Controller Capability

• #1: Global view
• #2: Programmability
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The Controller Capability

• #1: Global view
• #2: Programmability
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Data-Plane Language System

• Packet-handling rules
• Pattern: match packet header bits
• Actions: drop, forward, modify, send to the controller
• Priority: disambiguate overlapping patterns
• Counters: #bytes and #packets
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SDN Application Example

• Use cases
• Dynamic access control
• VM mobility/migration
• Network virtualization
• Load balancing
• Traffic Engineering

• Commercial products
• Network virtualization: Nicira/VMware/Broadcom, Azure, Google, etc.
• Traffic engineering: Google’s B4, Microsoft’s SWAN, etc.



Example #1: Dynamic Access Control

• Inspect the first packet of each connection 

• Consult the access control policy 

• Install rules to block or route traffic
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Example #2: Seamless Mobility/Migration
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• See host sending traffic at the new location 

• Modify rules to reroute the traffic



SDN/OpenFlow in the Wild

• Open Networking Foundation
• Create software-defined networking standards
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• Commercial OpenFlow Switches
• Cisco, HP, NEC, Quanta, Dell, IBM, Juniper,…

• Controllers/Languages
• NOX, Beacon, Floodlight, Nettle, NOIX, POX
• Frenetic, MAPLE, Aspera, Pyretic

• Network deployments
• Campus networks + commercial deployments
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SDN@UW-Madison Campus Backbone



The efficacy of SDN highly depends on 
how effective the underlying distributed 
systems are!
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Summary

• Today
• Software-Defined Networking

• Next lecture
• Inter-domain Routing
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