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• Today
• In-Network Support for TCP

• Announcements
• Quiz 4 in-class this Thursday (04/24)
• Lab 4 due date 05/01/2025 12:01PM

• Last
• TCP Congestion Control (II)



TCP Congestion Control
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• Congestion control is a window adjustment algorithm
• #1: Reaction point (RP) or sender
• #2: Congestion point (CP) or switch/router
• #3: Notification Point (NP) or receiver Issue implicit feedbacks}

} Adjust window

• TCP Reno
• One of many congestion control algorithms
• #1: Slow start
• #2: AIMD
• #3: Fast retransmit/recovery
• #4: Per-ACK adjustment
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• TCP Reno
• One of many congestion control algorithms
• #1: Slow start
• #2: AIMD
• #3: Fast retransmit/recovery
• #4: Per-ACK adjustment

However, TCP congestion control relies on heuristic 
signals and views the network as a black box.
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• Congestion control is a window adjustment algorithm
• #1: Reaction point (RP) or sender
• #2: Congestion point (CP) or switch/router
• #3: Notification Point (NP) or receiver Issue implicit feedbacks}

} Adjust window

• TCP Reno
• One of many congestion control algorithms
• #1: Slow start
• #2: AIMD
• #3: Fast retransmit/recovery
• #4: Per-ACK adjustment

If the network provides some support, can we improve 
the algorithm’s efficiency?
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• Divide up resources among contending entities
• Resources: network bandwidth and router/switch buffer space
• Entities: transport flow, represented as five tuples
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#1: In-Network Resource Management

• Divide up resources among contending entities
• Resources: network bandwidth and router/switch buffer space
• Entities: transport flow, represented as five tuples

• Congestion control is also an example of resource allocation
• Run at the end-host
• Run in a distributed manner without central coordination
• Bandwidth = congestion window size / RTT

Congestion control is a host-based, feedback-based distributed 
resource allocation scheme.

Congestion control is a router-assisted, host-based, feedback-
based distributed resource allocation scheme.
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• An “active” router/switch queue management 
• Facilitate better flow behavior under resource contention
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Active Queue Management (AQM)

• An “active” router/switch queue management 
• Facilitate better flow behavior under resource contention

Two queueing disciplines 
• Scheduling: which packets to determine on the dequeue side 

• Dropping: which packets to drop on the enqueue side



6

Understanding Queueing

• Why queue build up?
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Understanding Queueing

• Why queue build up?
• Enqueuing rate > Dequeue rate

• Why does queueing matter? 
• Bandwidth: which packet to serve (transmit) next
• Buffer space: which packet to drop next (when required)

• Why does queueing impact performance?
• Queueing kicks in under contention
• Scheduling a packet of flow i = allocate bandwidth for flow i
• Dropping a packet from flow i = deallocate bandwidth for flow i 



The Naive (But Widely-used) Approach
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• Scheduling discipline: FIFO (first-in-first-out)
• Dequeue packets based on the arrival order, not the flow priority

• Dropping discipline: Drop-Tail
• Drop any packets when the queue is full, regardless of the flow priority



The issues
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• #1: Lock-out problem
• A few flows can easily monopolize the queue space
• Lack of traffic isolation

• #2: Full queues
• Make TCP adjust rates based on timeout
• One might always observe bursty loss
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In-network resource management: effectively use 
the router buffer under high network load 

• Divide the buffer space equally among ongoing flows

• Notify the end hosts early to avoid bursty packet drops
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In-network resource management: effectively use 
the router buffer under high network load 

• Divide the buffer space equally among ongoing flows

• Notify the end hosts early to avoid bursty packet drops

Three techniques: 
• #1: Fair Queueing (FQ)

• #2: Random Early Detection (RED)

• #3: Explicit Congestion Notification (ECN)



Technique #1: Fair Queueing
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• Goal: allocate resources “fairly”
• Keep an individual (virtual) queue for each flow

• Isolate ill-behaved users
• The router does not send explicit feedback to the end-host
• End-hosts still need an end-to-end congestion control



Max-Min Fairness
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• A fair allocation scheme between demands and supplies
• Allocate the user with a “small” demand that it requires
• Evenly distribute unused resources to “big” users
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• A fair allocation scheme between demands and supplies
• Allocate the user with a “small” demand that it requires
• Evenly distribute unused resources to “big” users

• Formally,
• Resource allocated in terms of increasing demand
• No sources get a resource share larger than its demands
• Sources with unsatisfied demands get an equal share of the resources



Implementing Max-Min Fairness
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• Generalized processor sharing
• Fluid fairness
• Bitwise round-robin among all queues

• Why not a simple round-robin?
• Variable packet length: Larger packets receive higher bandwidth
• Unfair for instantaneous service rates
• What if new packets arrive just before/after the packet departs?



Bit-by-bit Round Robin

• Single flow: the clock ticks when a bit is transmitted. For packet i:
• Pi = length (packet), Ai = arrive time
• Si = begin transmit time, Fi = finish transmit time
• Fi = Si + Pi = max (F(i-1), Ai) + Pi
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• Multiple flows: clock ticks when a bit from all active flows is 
transmitted, defined as the round number

• Can calculate Fi for a packet if the number of flows is known at all times
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Fair Queueing Mechansim

• Mapping the bit-by-bit round-robin schedule onto transmission

• Transmit packet with the lowest Fi at any given time
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Technique #2: Random Early Detection (RED)

• Key idea: detect incipient congestion

• Assume hosts respond to lost packets
• Compliant congestion control
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RED Algorithm

• Maintain a running average of queue length

• Case #1: if avg <= min_threshold, do nothing
• Low queueing, send packets through

• Case #2: if avg >= max_threshold, drop packet
• Protect from misbehaving sources

• Case #3: if min_threshold< avg < max_threshold, randomly drop
• Calculate the probability P and drop the arriving packet with P
• Notify the source that congestion is going to happen
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RED Discussion

• Compute the average queue length (EWMA)
• AvgLen = (1-weight) * AvgLen + weight * SampleLen, 0< weight <1
• SampleLen is the queue length each time a packet arrives

• Probability P calculation
• TempP = MaxP * (AvgLen - min_threshold) / (max_threshold - 
min_threshold)

• P = TempP / (1-count * tempP)
• Count = the number of newly arriving packets, while AvgLen stays 
between two thresholds (P increases with the count) 
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RED Discussion

• Compute the average queue length (EWMA)
• AvgLen = (1-weight) * AvgLen + weight * SampleLen, 0< weight <1
• SampleLen is the queue length each time a packet arrives

• Probability P calculation
• TempP = MaxP * (AvgLen - min_threshold) / (max_threshold - 
min_threshold)

• P = TempP / (1-count * tempP)
• Count = the number of newly arriving packets, while AvgLen stays 
between two thresholds (P increases with the count) 

Drop probability is a function of both AvgLen and how long it has been since the last drop 

• TempP tracks how many newly arriving packets have been queued while AvgLen is 
between thresholds 

• Count is the number of packets since the last drop 

• This prevents clusters of drops



RED Operation
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• RED is good at keeping average queue length steady



Technique #3: Explicit Congestion Notification (ECN)
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• ECN allows end-to-end notification of network congestion
• Sending path: An ECN-aware router may set a marker in the IP header 
instead of dropping a packet in order to signal impending congestion when 
the queue gets full

• Receiving path: The receiver echos the congestion indication to the 
sender so that it can reduce the transmission rate
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• The two least significant bits in the traffic class field
• 00 —> Non ECN-Capable Transport
• 10/01 —> ECN Capable Transport
• 11 —> Congestion Encountered

ECN in IP

20



#2: Reliable Link Layer
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• Packets are successfully delivered to the receiver
• No packet drops
• No packet duplications
• No out-of-order delivery
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• Packets are successfully delivered to the receiver
• No packet drops
• No packet duplications
• No out-of-order delivery

What does this mean for the congestion control?



TCP Congestion Control under Reliable Link Layer
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• Can we see packet drops?
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• Can we see packet drops?
• Yes, but rarely happens, due to bit flips, etc.
• But this does not indicate a network congestion

• Can we see packet duplication?
• Yes, because the sender still needs to retransmit under failures

• Can we see out-of-order delivery?
• Yes, because the network can still support multiple paths

So, nothing changes?



Congestion Control Enhancement
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• #1: Implicit feedback —> Explicit feedback
• No ACKs or NACKs indicate packets are dropped, so retransmitting

• #2: Explicit per-packet RTT
• The value of RTT tells you the network condition

• #3: The following are still required, but not triggered frequently
• Bandwidth probing
• Flow control
• Window adjustment
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• #1: Implicit feedback —> Explicit feedback
• No ACKs or NACKs indicate packets are dropped, so retransmiting

• #2: Explicit per-packet RTT
• The value of RTT tells you the network condition

• #3: The following are still required, but not triggered frequently
• Bandwidth probing
• Flow control
• Window adjustment

Your processor spends more cycles on application 
logics instead of doing TCP processing. 

=> high communication and application performance 



#3: Active Network

• A grant proposal that allows packets to carry programs
• On-path entities can execute the logic
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Programmable Networks

• Programmable switch
• Reconfigurable match-action tables, registers, and TCAMs
• E.g., Cavium/Marvell (ceased in 2018), Barefoot/Intel (ceased in 2023), 
Mellanox/NVIDIA Spectrum, and Juniper Trio
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• SmartNIC
• NICs with general-purpose processors, domain-specific accelerators, 
programmable DMA engines, and SRAM/DRAM

• E.g., AWS Nitro solution, Pensando/AMD DSC, NVIDIA BlueField (heavily 
deployed in the xAI Colossus cluster), Intel/Google Mount Evans, 
Microsoft FPGA (and/or Fungible DPU)



Summary

• Today
• TCP in-network support

• Next lecture
• Linux NStack
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