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Outline
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• Last lecture
• Course logistics and schedule overview
• Computer network design history
• Data center network basics
• Data center network design requirements

• Today
• Physical connectivity at the rack/cluster scale

• Announcements
• Lab1



What are the design requirements for data 
center networks?
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High available server-to-server network 
connectivity at bandwidth Y among X NIC 
ports under cost efficiency
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High available server-to-server network 
connectivity at bandwidth Y among X NIC 
ports under cost efficiency

Today’s Focus



How can we connect two servers?
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Physical Connectivity Between Two Servers

• Network Interface Card (NIC)
• Port bandwidth (1Gbps, 10Gbps, 25Gbps, …)
• PCIe lane # and generation
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Physical Connectivity Between Two Servers

• Networking Cable
• Copper (Cat5e, Cat6, Cat6a, Cat7, Cat8) and Fiber (Single/Multi-Mode)
• Transceiver: a serializer/deserializer(SerDes) converts signals at X GbE
• Length: reliable data transfer speed, e.g., 1m, 10m, …
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Physical Connectivity Between Two Servers

• We focus on bandwidth in this lecture
• In practice, server physical location and cost are also important



How can we connect three servers?
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How can we connect three servers?
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Physical Connectivity Among Three Servers

• Networking switch
• A specialized networking gear providing fan-out connectivity
• Vendors: Broadcom, Cisco, Dell, Arista, Nvidia, Marvell
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Physical Connectivity Among Three Servers

• Networking switch
• A specialized networking gear providing fan-out connectivity
• Vendors: Broadcom, Cisco, Dell, Arista, Nvidia, Marvell

• Architectural internals
• Fixed number of ports (K) 
• Switching ASIC for traffic forwarding
• General-purpose CPU for running switch
• L2/L3 switching 
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Physical Connectivity Among Three Servers

• Star topology
• Switch port BW = NIC port BW = Cable BW = Y Gbps



Suppose a switch has K ports, how do we 
connect K servers?
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Suppose a switch has K ports, how do we 
connect K servers?
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……

Easy!



Rack-Scale Network Connectivity

• The size depends on
• The height of a server rack (42U)
• The number of switching ports
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• Inside a rack
• PDU (power distribution unit)
• Servers + Switches
• Different cables + cable tray



Rack-Scale Network Connectivity

• The size depends on
• The height of a server rack (42U)
• The number of switching ports
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• Inside a rack
• PDU (power distribution unit)
• Servers + Switches
• Different cables + cable tray

Well-organized Messy (My first  
rack experience) 



Suppose a switch has ports, how can we 
connect K+1 servers?
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Suppose a switch has ports, how can we 
connect K+1 servers?
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More switches! 



Proposal #1

Rack 1 Rack 2

Switch 1 Switch 2

1 Server1 ServerK-1 Servers 2 Servers
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Proposal #1

Rack 1 Rack 2

Switch 1 Switch 2

1 Server1 ServerK-1 Servers 2 Servers
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Does this work?



Issues of Proposal #1
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• The ingress and egress bandwidth of a switch are unmatched!
• Egress: the aggregated bandwidth issued to the outside from a switch
• Ingress: the aggregated bandwidth coming from the outside to the switch 

Rack 1 Rack 2

Switch 1 Switch 2

1 Server1 ServerK-1 Servers 2 Servers



Issues of Proposal #1
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• Switch 1(Rack 1—> Rack 2)
• Ingress: (K-1) * Y Gbps 
• Egress: 1 * Y Gbps 

Rack 1 Rack 2

Switch 1 Switch 2

1 Server1 ServerK-1 Servers 2 Servers

Per-server: 1/(K-1) * Y Gbps



Issues of Proposal #1
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• Switch 1(Rack 2—> Rack 1)
• Ingress: 1 * Y Gbps 
• Egress: (K-1) * Y Gbps 

Rack 1 Rack 2

Switch 1 Switch 2

1 Server1 ServerK-1 Servers 2 Servers

Per-server: 1/(K-1) * Y Gbps



Issues of Proposal #1
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• Switch 2(Rack 1 —> Rack 2)
• Ingress: 1 * Y Gbps 
• Egress: 2 * Y Gbps 

Rack 1 Rack 2

Switch 1 Switch 2

1 Server1 ServerK-1 Servers 2 Servers

Per-server: 1/2 * Y Gbps



Issues of Proposal #1
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• Switch 2(Rack 2 —> Rack 1)
• Ingress: 2 * Y Gbps 
• Egress: 1 * Y Gbps 

Rack 1 Rack 2

Switch 1 Switch 2

1 Server1 ServerK-1 Servers 2 Servers

Per-server: 1/2 * Y Gbps



Proposal #2

Rack 1 Rack 2

Switch 1 Switch 2

1 Server1 ServerK/2 Servers K/2+1 Servers
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Proposal #2

Rack 1 Rack 2

Switch 1 Switch 2

1 Server1 ServerK/2 Servers K/2+1 Servers
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How to connect switch 1 and switch 2?



Proposal #2

Rack 1 Rack 2

Switch 1 Switch 2

1 Server1 ServerK/2 Servers K/2+1 Servers
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K/2-1 



Proposal #2 is better than proposal #1
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Rack 1 Rack 2

Switch 1 Switch 2

1 Server1 ServerK/2 Servers K/2+1 Servers

K/2-1 

• Switch 1(Rack 1—> Rack 2)
• Ingress: K/2 * Y Gbps 
• Egress: (K/2 - 1) * Y Gbps 

Per-server: (K-2)/K * Y Gbps



Proposal #2 is better than proposal #1
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Rack 1 Rack 2

Switch 1 Switch 2

1 Server1 ServerK/2 Servers K/2+1 Servers

K/2-1 

• Switch 1(Rack 2—> Rack 1)
• Ingress: (K/2-1) * Y Gbps 
• Egress: K/2 * Y Gbps 

Per-server: (K-2)/K * Y Gbps



Proposal #2 is better than proposal #1
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Rack 1 Rack 2

Switch 1 Switch 2

1 Server1 ServerK/2 Servers K/2+1 Servers

K/2-1 

• Switch 2(Rack 1—> Rack 2)
• Ingress: (K/2 - 1) * Y Gbps 
• Egress: (K/2 + 1) * Y Gbps 

Per-server: (K-2)/(K+2) * Y Gbps



Proposal #2 is better than proposal #1
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Rack 1 Rack 2

Switch 1 Switch 2

1 Server1 ServerK/2 Servers K/2+1 Servers

K/2-1 

• Switch 2(Rack 2—> Rack 1)
• Ingress: (K/2 + 1) * Y Gbps 
• Egress: (K/2 - 1) * Y Gbps 

Per-server: (K-2)/(K+2) * Y Gbps



Proposal #2 is better than proposal #1
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Rack 1 Rack 2

Switch 1 Switch 2

1 Server1 ServerK/2 Servers K/2+1 Servers

K/2-1 

• Switch 2(Rack 2—> Rack 1)
• Ingress: (K/2 + 1) * Y Gbps 
• Egress: (K/2 - 1) * Y Gbps 

Per-server: (K-2)/(K+2) * Y Gbps

But server bandwidth is still not fully used!



Key: Match ingress and egress bandwidth 
at each switching point! 
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What we can do?
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What we can do?

Rack 1 Rack 2

Switch 1 Switch 2

1 Server1 ServerK/2+1 Servers

• #1: scale-out strategy
• Enhance the switch
• Slim (slow) port + Fat (fast) port

1 Server1 ServerK/2 Servers

21

• Make 1 port 
2Y Gbps 
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What we can do?

Rack 1 Rack 2

Switch 1 Switch 2

1 Server1 ServerK/2+1 Servers

• #1: scale-out strategy
• Enhance the switch
• Slim (slow) port + Fat (fast) port

1 Server1 ServerK/2 Servers
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• Make 1 port 
2Y Gbps 

• A heavy solution, requiring all networking gear support 
• Hardware-dependent, not generally applicable



What we can do?

• #2: scale-up strategy
• Adding more intermediate stages

22

Rack 1 Rack 2
Switch 1 Switch 2

1 Server1 ServerK/2 Servers 1 Server1 ServerK/2 Servers

Rack 3
Switch 3

1 Server



What we can do?

Rack 1 Rack 2
Switch 1 Switch 2

1 Server1 ServerK/2 Servers

Switch 4

• #2: scale-up strategy
• Adding more intermediate stages

1 Server1 ServerK/2 Servers
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Rack 3
Switch 3

1 Server

Switch 5



What we can do?

Rack 1 Rack 2
Switch 1 Switch 2

1 Server1 ServerK/2 Servers

Switch 4

• #2: scale-up strategy
• Adding more intermediate stages

1 Server1 ServerK/2 Servers

K/2-1 
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Rack 3
Switch 3

1 Server

Switch 5

1

1K/2-1 

1

1



What we can do?

Rack 1 Rack 2
Switch 1 Switch 2

1 Server1 ServerK/2 Servers

Switch 4

• #2: scale-up strategy
• Adding more intermediate stages

1 Server1 ServerK/2 Servers

K/2-1 
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Rack 3
Switch 3

1 Server1 Server1 Server

Switch 5

1

1K/2-1 

1

1

Adding more communication paths!



How can we connect X servers?
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A Multistage Switching Network

• Clos networks, originally proposed in the telecommunications
• Invented by Edson Erwin in 1938 and formalized by Charles Clos in 1952 

• Fat-Tree topology
• First proposed for parallel supercomputers
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Zoom in a Fat-Tree Example

• K-ary fat tree: three-layer topology (edge, aggregation, and core)
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Zoom in a Fat-Tree Example

• K-ary fat tree: three-layer topology (edge, aggregation, and core)
• Each edge switch connects to K/2 servers and K/2 aggregation switches
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Zoom in a Fat-Tree Example

• K-ary fat tree: three-layer topology (edge, aggregation, and core)
• Each edge switch connects to K/2 servers and K/2 aggregation switches
• Each aggregation switch connects to K/2 edge and K/2 core switches
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Zoom in a Fat-Tree Example

• K-ary fat tree: three-layer topology (edge, aggregation, and core)
• Each edge switch connects to K/2 servers and K/2 aggregation switches
• Each aggregation switch connects to K/2 edge and K/2 core switches
• (K/2)^2 cores switches
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Zoom in a Fat-Tree Example

• K-ary fat tree: three-layer topology (edge, aggregation, and core)
• Each edge switch connects to K/2 servers and K/2 aggregation switches
• Each aggregation switch connects to K/2 edge and K/2 core switches
• (K/2)^2 cores switches
• Support K^3/4 servers 
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A Generic Workflow to Construct Fat-Tree Networks

• Step 1: Determine the networking configuration
• E.g., bandwidth of server NIC and switch port, switching port # 

• Step 2: Add intermediate switching stages to match the BW
• Ingress BW == Egress BW at any switching point (Bandwidth rule)

• Step 3: Apply the scale-out strategy to merge connections
• Use the Slim and Fat port ratio to decide (Scale-out rule)

• Step 4: Apply the scale-up strategy to add communication paths
• Added path # relates to switching hops # in the next stage (Scale-up rule)
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Summary

• Today
• Physical connectivity at the rack/cluster scale

• Next lecture
• Physical connectivity for inter-data centers
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