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| ast lecture
* Physical connectivity at the rack/cluster scale

* Joday

* Physical connectivity beyond the data center
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Physical Connectivity Within a Data Center

* Multistage switching network
* Fat-tree topology
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Where do data center services

(applications) run?

R ™ e L T R I R I I IR SR P LR A R AR AR R R R N AR SR AR R AR .
. . . . . "
- - » . .
. - - .
. .
. . N .
. . N L
* - . - - Py .- - q\ .\ . . » -
’ » ~N 1 . . N A . - = =N .
- - - - - - -2 '\ s - 1 ] s .
. - . —  — .
. L By R . . ] - . - ) : . .
. . . . - . o . .
. " . . . . .
N - - . - N by
. . . - . .
. - - 2 . -
.
. e - ® - -
.
. - . . - [ | . .
’ . . : . : :
. . .
. . wimeVUs [ | .
» . . .
. e . . -
. - . . - -

Aggregation

Edge

Tmiassssdacab i iansis s vasa i va i i i

J3 3 Q% 4
10.2.0.2 10.2.0.3

Pod 1 Pod 2 Pod 3




Physical Connectivity Within a Data Center

* Multistage switching network
* Fat-tree topology

Where do data center services

(applications) run?
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How can we send requests to data center
services (applications)?
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How can we send requests to data center
services (applications)?

Data Center Services




Suppose you are doing a Google search on
a desktop on Campus, how does the
search request enter Google’s data center?



Request Communication Path
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Request Communication Path

e A distributed name resolution system
e Organize domain names hierarchically




Request Communication Path

Local AS




Request Communication Path

Local AS

e Intra-domain routing
| : e Based on the IP address



Request Communication Path




Request Communication Path

Local AS _ _
Fi* Inter-domain routing

me* Route propagation

e Based on the predefined policy



Request Communication Path

Data center (AS N)

Local AS




Request Communication Path
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Request Communication Path
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Basic Request Flow

* #1: DNS lookup
* Local/public DNS server

» #2. Intra-domain routing in an autonomous system (AS)

* Distance vector, e.g., Routing Information Protocol (RIP)
* Link state, e.g., Open Shortest Path First (OSPF)

* #3. Inter-domain routing across autonomous systems (ASes)
» Boarder Gateway Protocol (BGP)

* #4. Enter data center network
* Through the data center gateway switch

* #5: Routing inside the data center
* WIill be discussed later



Suppose you are issuing a Google search
request on a desktop on Campus, what is
the source and destination entity?



Any Issues?
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Destination: One server in Pod1

Source: Desktop



Bandwidth Bottleneck

* Bandwidth scaling requires multiple communication paths
* ANIC port has fixed bandwidth!
* Packets per second (PPS)
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Bandwidth Bottleneck

* Bandwidth scaling requires multiple communication paths

* ANIC port has fixed bandwidth!
* Packets per second (PPS)

................................................................................................

e Destination is an array of servers!
e Multi-path communication is nhecessary!
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Physical Connectivity Cross Data Centers

* User-facing data center services need multiple physical paths.
* A load balancer colocated with the gateway
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Suppose a data center is located In
Madison, how can we achieve consistently
low access delay?
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What does the delay include?
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Network Delay

e #1: Transmit delay
* The total amount of time required to move data between wire and port

* #2:. Propagation delay
* The amount of time required to propagate bits from one point to another

* #3: Queuing delay

* The amount of time required to stay in the switch/router queue
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Suppose a data center is located In
Madison, how can we achieve consistently
low access delay?
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Replication and Caching!
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Approach #1: Add Multiple Data Center Sites

* Expand the network, compute, and storage capacity

* On-demand replication
Data Center Site 1
Data Center Site 2

\ Data Center Site N

.
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Approach #1: Add Multiple Data Center Sites

* Expand the network, compute, and storage capacity
* On-demand replication

Data Center Site 1

Data Center Site 2

.

Data Center Site N

Load balancer again!
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Do we connect multiple data center sites or
keep them isolated?




Wide Area Network (WAN) for Data Centers

* Why?
* #1: Data storage Is not replicated.
» #2: Computing load is skewed.
* #3: Applications are not distributed at each site.
* #4. Power failures happen.
* #5: Inter-domain cross-AS communications are down.

17



Data Center WAN

* High-bandwidth long-distance networking
* Optical circuit switching
* Fiber optic cables
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Data Center WAN

* High-bandwidth long-distance networking
* Optical circuit switching
* Fiber optic cables

MosaAic: Breaking the Optics versus Copper Trade-off
with a Wide-and-Slow Architecture and MicroLEDs
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Abstract £
Link technologies in today’s data center networks impose a funda- S
mental trade-off between reach, power, and reliability. Copper links § <0
are power-efficient and reliable but have very limited reach (< 2 m). =
Optical links offer longer reach but at the expense of high power E -
: s . . %
consumption and lower reliability. As networ‘k .speeds increase, ‘ll:llS s o l . B N = =
trade-off becomes more pronounced, constraining future scalability. 1 10 25 50 100 200 400 800
We introduce MOSAIC, a novel optical link technology that breaks Copper Link Speed (Gbps)
this trade-off. Unlike existing copper and optical links, which rely (a) Copper link reach.
on a narrow-and-fast architecture with a few high-speed channels, 30
MOSAIC adopts a wide-and-slow design, employing hundreds of par-
allel low-speed channels. To make this approach practical, MOSAIC S 20
uses directly modulated microLEDs instead of lasers, combined with TE:
multicore imaging fibers, and replaces complex, power-hungry elec- § 10
ARRATELRERT LT tronics with a low-power analog backend. MOSAIC achieves 10x . I
eesssssesnnansse thereach of copper, reduces power consumption by up to 68%, and ol 1 .
- = offers 100x higher reliability than today’s optical links. We demon- 1 10 40 100 200 400 800
. . Optical Link Speed (Gbps)

strate an end-to-end MOSAIC prototype with 100 optical channels,
each transmitting at 2 Gbps, and show how it scales to 800 Gbps and (b) Optical link power (two transceivers per link).

beyond with a reach of up to 50 m. MOSAIC is protocol-agnostic and

seamlessly integrates with existing network infrastructure, providing ) ) )
a practical and scalable solution for future networks. I‘tlgure L: As_n?twor k spetfds mcrease, the reach of copper links
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A Special Data Center WAN

* Each data center site (region) is decoupled into several subsites.
* An engineering-driven solution
* Scale out the data center at a “busy” area incrementally
* Long-haul links can be as long as tens of kilometers.

Empowering Azure Storage with RDMA
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Approach #2: Add Edge Sites

» But, “Edge Site” is not well-defined
* A small-scale data center, dominated by networking capabillity
* Equipped with some compute and storage resources

Edge 1 Data Center Site 1

Edge 2 Data Center Site 2

]

JEE

Edge 3 Data Center Site N
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Approach #2: Add Edge Sites

» But, “Edge Site” is not well-defined
* A small-scale data center, dominated by networking capabillity
* Equipped with some compute and storage resources

* Peering or Points-of-Presence (PoP)
* Efficient routing
* Reduced communication costs

e Fast
e Better QoS
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Combine Everything Together

* #1: Expand the bandwidth capability to serve user traffic demand
* Add multiple physical paths

» #2: Replicate the data center sites to reduce access latency
* Add multiple physical data center sites

» #3:. Cache traffic control (and app.) to reduce access latency
* Add peering edge points

21



Combine Everything Together

* #1: Expand the bandwidth capability to serve user traffic demand
*Addmul™ 77
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e #2: Repli ; "' g 3s latency
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* Add pee
i
Internet




Combine Everything Together

* #1. Expand the bandwidth capability to serve user traffic demand
*Addmul™ T 77
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A performance perspective
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However, reliability Is sometimes the first
quest In reality!



Summary

* Joday

* Physical connectivity beyond the data center

e Next lecture

* Addressing inside and outside the data center network
* No new readings
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