
Updated CIBM research plan - Nathanael Fillmore

In this document, I describe two projects that I plan to work on, one with Prof. Colin Dewey
and one with Prof. Michael Newton. For each project, I describe (a) the biological problem, (b)
motivation for a new approach to the problem, and (c) my proposed contribution.

1 Transcriptome assembly from RNA-seq data

With Colin Dewey, I plan to work on de novo transcriptome assembly from RNA-seq data. Prof.
Dewey’s biological collaborator on the project is Prof. James Thompson.

(a) The biological problem is as follows. A transcriptome is the collection of all RNA molecules
produced in a cell or in a collection of cells. One can think of a transcriptome as (i) a collection
of transcripts together with (ii) the abundance, or level of expression, of each transcript within
the cell. RNA-seq is a new protocol that uses high-throughput sequencing technology in order to
measure gene expression [13]. In RNA-seq, (i) RNA is isolated from a sample and (ii) converted to
cDNA fragments; then (iii) a high-throughput sequencer is used to generate millions of short reads
from the cDNA fragments [5]. Finally, (iv) since each read corresponds to only a small fragment
of a transcript, a computer program is used to infer the transcriptome from the collection of reads.
I plan to work on a new approach to step (iv).

(b) Existing approaches to transcriptome assembly from RNA-seq data have important shortcom-
ings. (i) Reference-based approaches to transcriptome assembly (e.g., Scripture [2] and Cufflinks
[12]) have been highly successful - but reference-based approaches require a reference genome,
and we are interested in organisms for which it is not yet practical to sequence the genome. (ii)
Numerous methods for de novo transcriptome assembly, where no reference genome is used, also
exist (e.g., SOAPdenovo [6], Rnnotator [8], Trans-ABySS [10], STM and Multiple-k [11], Trinity
[1], Genovo [4], IsoLasso [7], and T-IBDA [9]). Most of these approaches adapt tools originally de-
signed for de novo genome assembly, for example overlap graphs and de Bruijn graphs, to de novo
transcriptome assembly. However, important differences between transcriptomes and genomes re-
duce the usefulness of these tools for transcriptome assembly. For example, in a genome each
chromosome occurs exactly once or twice, but in a transcriptome, different genes have widely
varying levels of expression. Also, a single gene in the genome may be transcribed into several
different isoforms in the transcriptome. A separate problem with most existing approaches to de
novo transcriptome assembly is lack of a clear objective function that allows the user to understand
and trust the program’s output on new RNA-seq data.

(c) In order to address these issues, Prof. Dewey’s group has been working on a probabilistic
generative model that is specifically designed for transcriptome assembly from RNA-seq data. So
far, they have used the model to estimate expression levels of isoforms from RNA-seq data, when
the isoforms are known in advance [5]. I plan to work on an algorithm based on the model to learn
the transcriptome when even the isoforms are unknown. To get started, I will work on an evaluation
of the overall approach by analyzing the model on RNA-seq data against a known transcriptome.
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2 Progression and gene expression in cervical cancer

With Michael Newton, I plan to work on an aspect of the NIH-funded SUCCEED (Study to Un-
derstand Cervical Cancer Early Endpoints and Determinants) project. Prof. Newton’s biological
collaborators on this project are Prof. Paul Ahlquist and Prof. Paul Lambert.

(a) The biological problem is as follows. We have whole genome expression profiles for n = 128
tissue samples, divided into four pathologic groups: putatively normal samples, early stage lesions
(cervical intraepithelial neoplasia [CIN] 1 and 2), later stage lesions (CIN 3) and frank cancer.
Roughly an equal number of tissue samples are in each group. Each tissue sample was measured
by an Affymetrix whole genome microarray, which contains about 54,000 probe sets.

(b) The SUCCEED members have already carried out several analyses of these data, including
analyses that aim to identify genes showing various patterns of differential expression among the
four pathological groupings. However, an alternative analysis can potentially be useful in help-
ing understand these preliminary findings. Motivation for the alternative analysis is given by the
following biological and technical facts. Each expression profile is measured from a collection of
around 1000 cells - so it represents a mixture of theoretical profiles. The stages of cancer progres-
sion of cervical tissue are characterized in part by changes in the proportion of cells of particular
types. E.g., normal tissue is organized in layers with more well-differentiated cells at the surface
and with less differentiated, but more actively dividing cells further inside the tissue. Neoplastic
lesions shift the balance of types, at least partly by having relatively more of the less differentiated
types and having fewer of the well-differentiated types. Note that the different types will have
different gene-expression profiles.

(c) Prof. Newton has outlined at a high level a probabilistic generative model of cervical cancer
progression based on the facts mentioned above. My plan is as follows. (i) First, I am currently
working out several versions of this model in detail. One version given in the appendix. (ii)
After details are worked out, possibly in several different ways, I will develop an algorithm to
find the maximum-likelihood parameters of the model. (iii) After we have an algorithm to find
the MLE, we will investigate aspects of the type-specific gene-expression profiles and also mixing
proportions of different types at each stage according to the MLE. (iv) Depending on the results of
this investigation, we will either look for a different model, or we will link in other relevant data
into the above model, in order to get a clearer picture of cervical cancer progression.
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3 Appendix

We have gene-expression profiles for n = 128 tissue samples. Each gene-expression profile xi =(xi,1, . . . ,xi,G)
consists of the (raw) expression levels for G ≈ 54000 genes. We also know the stage si in the progression
that each tissue sample was taken from. We think of these xi,g and si as realizations of random variables Xi,g

and Si.

Since each tissue sample is in reality a mixture of T (T > 1 but not too large) different cell types, we model
each expression profile Xi as a mixture of type-conditional profiles. In particular, we represent “the type of
a particular cell from tissue sample i being of some type” by a (hidden) random variable Ti, so each Ti takes
values in {1, . . . ,T}, and P(Ti = t) is the fraction of cells of type t in the tissue sample i.

The tissue samples’ stages si are fixed, just based on what tissues the experimenters chose to look at, and
there does not seem to be much to be gained by modeling them. For this reason, we are interested in the
conditional joint distribution of the Xi,g given that Si = si for i = 1, . . . ,n. In other words, we want to specify
some parametric form (and ultimately learn the parameters) for

P(∩G
g=1∩n

i=1 {Xi,g ∈ Ai,g}|∩n
i=1 {Si = si})

We specify the parametric form in several steps.

Step 1. First, we assume that the expression levels are independent by genes, i.e., Xi,g and Xi′,g′ are inde-
pendent for any g 6= g′. (But we do not assume that the profiles are independent by tissue sample, i.e., for a
fixed gene g, Xi,g and Xi′,g are not necessarily independent.) Thus:

P(∩G
g=1∩n

i=1 {Xi,g ∈ Ai,g}|∩n
i=1 {Si = si})

=
G

∏
g=1

P(∩n
i=1{Xi,g ∈ Ai,g}|∩n

i=1 {Si = si})

Step 2. We decompose the profiles into mixtures based on type. I.e., for fixed g, we stipulate that

P(∩n
i=1{Xi,g ∈ Ai,g}|∩n

i=1 {Si = si})
= ∑

(t1,...,tn)
P(∩n

i=1{Ti = ti}|∩n
i=1 {Si = si})P(∩n

i=1{Xi,g ∈ Ai,g}|∩n
i=1 {Si = si},∩n

i=1{Ti = ti})

= ∑
(t1,...,tn)

P(∩n
i=1{Ti = ti}|∩n

i=1 {Si = si})P(∩n
i=1{Xi,g ∈ Ai,g}|∩n

i=1 {Ti = ti})

where the sums over (t1, . . . , tn) are over all combinations of ti in {1, . . . ,T}. (If T is large, there will be a lot
of terms here, but we have already required that T is not too large.)

Step 3. We define the mixing proportions. We assume that (i) Ti are conditionally independent given the Si,
and (ii) P(Ti = ti|∩n

i=1{Si = si}) = P(Ti = ti|Si = si). These are reasonable assumptions, because biologically
we think that the proportion of cells of various types in a tissue depends (only or at least primarily) on the
tissue’s type. So:

P(∩n
i=1{Ti = ti}|∩n

i=1 {Si = si}) =
n

∏
i=1

P(Ti = ti|Si = si) =
n

∏
i=1

psi,ti

4



where (p1,t , . . . , p4,t)T
t=1 are parameters that we want to find.

Step 4. We stipulate that the gene expression levels (for a fixed gene g) for tissue samples i and i′ are
conditionally independent given that Ti 6= Ti′ . (This assumption follows [3], Section 3.) This assumption is
reasonable, since if a cell from tissue i is of a different type than a cell from tissue i′, we shouldn’t think that
their expression levels of gene g are related. (In contrast, if the cells are of the same type, then their levels
would be related.)

In order to express the assumption precisely, we first define some index sets:

It = It(t1, . . . , tn) = {i : ti = t}

Note that the It are disjoint sets. Also note that the It depend on (t1, . . . , tn), though we will not always
write this explicitly below, in order to save space.

Using this notation, we express the stipulation stated above:

P(∩n
i=1{Xi,g ∈ Ai,g}|∩n

i=1 {Ti = ti})

=
T

∏
t=1

P(∩i∈It(t1,...,tn){Xi ∈ Ai}|∩n
i=1 {Ti = ti})

=
T

∏
t=1

P(∩i∈It(t1,...,tn){Xi ∈ Ai}|∩i∈It(t1,...,tn) {Ti = t})

Step 5. We plug in the Gamma-Gamma model from [3]. In particular, following [3], we stipulate that for
each fixed tissue type t the measure on Borel(R|It(t1,...,tn)|) which is induced by

(×i∈It(t1,...,tn)Ai) 7→ P(∩i∈It(t1,...,tn){Xi ∈ Ai}|∩i∈It(t1,...,tn) {Ti = t})

has the following density (wrt Lebesgue):

f0(x1, . . . ,x|It |;θ
′
t ) =

∫
R

( |It |

∏
i=1

fobs(xi|µ;αt)
)
π(µ;θ

′
t )dµ

which is parameterized by θ ′
t = {αt ,α0,t ,νt}. Here, fobs is a gamma density and π is an inverse-gamma

density, with specific functional forms given in [3], Section 4.

Step 6. Finally, putting all the pieces above together,

P(∩G
g=1∩n

i=1 {Xi,g ∈ Ai,g}|∩n
i=1 {Si = si})

=
G

∏
g=1

∑
(t1,...,tn)

[ n

∏
i=1

psi,ti

][ T

∏
t=1

P(∩i∈It(t1,...,tn){Xi ∈ Ai}|∩i∈It(t1,...,tn) {Ti = t})
]

and the measure induced by

(×G
g=1×n

i=1 Ai,g) 7→ P(∩G
g=1∩n

i=1 {Xi,g ∈ Ai,g}|∩n
i=1 {Si = si})
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has density

f (x1,1, . . . ,xn,G;θ) =
G

∏
g=1

fg(x1,g, . . . ,xn,g)

where θ = (θ ′
t , p1,t , . . . , p4,t)T

t=1 and

fg(x1,g, . . . ,xn,g;θ) = ∑
(t1,...,tn)

[ n

∏
i=1

psi,ti

][ T

∏
t=1

f0(xIt(t1,...,tn),g;θ
′
t )

]
and xIt(t1,...,tn),g = (xi,g : i ∈It(t1, . . . , tn)).
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