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Abstract— Probabilistic packet marking is a general technique problem which is a potential countermeasure against blistri
which routers can use to reveal internal network information to yted denial-of-service (DDoS) attacks. In this probleng th
end-hosts. Such information is probabilistically set by tke routers internal network information at each router is the IP adglres

in headers of regular IP packets on their way to destinations o . .
A number of potential applications have been identified, sug ©f ItS (incoming) interface and the goal of a PPM scheme for

as IP traceback, congestion control, robust routing algothms, |P traceback is to convey the entire IP-level path from the
dynamic network reconfiguration, and locating Internet bottle- source to the destination.
necks, etc. In this paper, we define EPPM, an efficient general A number of potential applications of PPM have since
probabilistic packet marking scheme with a wide range of naen jgentified, which include congestion control [3], retu
potential applications, of which locating Internet bottlenecks and ti lqorith d . twork fi Hi dl
IP traceback are investigated as two representative exames$ to rou_ Ing algorithms, dynamic ne _or reconngura '_On’ go
demonstrate its effectiveness. Our proposed scheme impssenly ~ cating Internet bottlenecks. The internal network infotiora
a single-bit overhead in the IP packet headers. More importatly, in these applications are different from that of IP tracdébac
it significantly reduces the number of IP packets required to For example, in locating bottlenecks and congestion cgntro
convey the relevant information when compared to the prior he internal network information corresponds to the IP adsir
best known scheme (almost by two orders of magnitude). " S .

of the “narrow link” in the network and the level of congestio

. INTRODUCTION on this narrow link, respectively.
Different PPM schemes differ from each other in the number

Probabilistic packet markjng (PPM) was originally SU95¢ PPM bits allocated, the transformation applied at each
gested by Burch and Cheswick [1] and was carefully des'gnﬁ‘ﬂermediate router, the number of IP packets required to
and implemented by Savage al.[2] to solve the IP traceback '

K L . dentify th ¢ th the decoding algorithm performed at the destination. In
packets arriving at a receiver, identify the source of t ef)%rticular, the two primary measures of the efficiency of a

pa_ckets and thehpatr;;hl\jy_took througr thehn_etworkl.a HOW(ejVﬁFobabiIistic packet marking scheme are the number of PPM
It s apparent that V'is ‘a general technique ( eyon Bits required in the header of a packet and the number of
traceback) to comr.nu.nlcate internal network m_formathn ackets required to convey the internal network informmatio
_end-ho_sts. _The_ basic |dea_of PPM can b‘? explained using &he destinationwhen applied to IP networks, reducing the
illustration in Fig. 1. Consider traffic flowing on an Intetnenumber of PPM bits is a very significant requiremefihis
path from sources; to destinationD along the pathS; — is because IP is a mature and globally deployed protocol and

1 — 3 — 4 — D. A subset of the routers in the pathy,,q ey |imited number of available header bits that can be
has some local information that needs to be communlcat&-

we assume that the number of such available bits is 4. Basg uding [2]
on its local information, each router transforms the valfie
these bits as they pass through. The destination inferota |
information at intermediate routers using the value of tR&MP
bits conveyed using a sequence of such IP packets.

, [4], [5], and [6]. Among these schemes, Adier
cheme [6] distinguishes itself from others by demonstgati

that it is feasible to use as few as a single PPM bit for certain

applications. But unfortunately, the number of packetsiiregl

by that scheme can be prohibitively large. In this paper we

proposeEfficient Probabilistic Packet Marking or EPPM

IP packet ~ Localinformation  generalized packet marking scheme that can be applied to a

10
A
(:>—’ 11 10 wide range of PPM applications. EPPM (like Adler's scheme)
3 4 ; @ can use as few as a single PPM bit, but decreases the number

01 \

@—. PP operation at 4 of packets required by almost two orders of magnitude. &nlik
prior work in the context of IP traceback by Savageal.[2],

Fig. 1. An example of probabilistic packet marking. Deanet. al.[4], and Song and Perrig [5], EPPM is a general

scheme to convey arbitrary network information to end-fost

PPM has natural applications in solving the IP tracebaddditionally, the number of PPM bits required by both EPPM
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and Adler's scheme can be flexibly reduced based on the
amount of network information to be conveyed. The main

advantage of EPPM over Adler's scheme is that using the
same number of header bits, EPPM can reduce the number
of packets required by almost two orders of magnitude. For |---+-- |
example, we show later in the paper that to convey 32-bit
information using 5 PPM bits, Adler's scheme requires about
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28,000 packets while EPPM requires only 800 packets.

The number of packets required also depends on the nature

of specific applications. In general, the number of packets r
quired is higher foadversarialapplications, e.g., IP traceback
used to counter DoS attacks, and lower fmm-adversarial
applications, e.g., congestion control and locating eer

Encoding into PPM bits

Fig. 2. Layered architecture of EPPM.

by sources and routers to prevent any tampering of the IES
on the path to the destination.

bottlenecks where the network does not attempt to obfuscateyy,ig proposed layered approach is quite general in that

any information. In this paper, we demonstrate the effeetiv

i ) o numerous prior PPM schemes can be easily modeled into
ness of EPPM using two representative applications, namﬂJ]Y

s framework including [2], [4]-[6]. We discuss such a

IP traceback to guard against DoS attacks representing fh gt ction of prior schemes in Section I1. Additionallgew
adversarial case and locating Internet bottlenecks rept®s (i this |ayered framework to be fairly intuitive. This is

the non-adversarial case.
Consider an Internet path, with sourée destination,D,

because the layers separate different sub-goals of a PPM
scheme and each such sub-goal can be viewed independent

and intermediate routers; . .. ,. Depending on the appli- of other sub-goals by a different layer.

cation, each routerR;, on the network path uses PPM to
convey some local informatiord,;, to the destinationD. Let
us consider our two specific applications in turn:

For example, the goal of the representation layer is to

minimize the length of IES. Similarly the goal of the trans-
mission layer is to optimize the tradeoff between the number

« IP traceback: The goal is to convey the entire IP netwo¥ PPM bits allocated and the number of packets required.
path to the destination, anf; is the IP address of an Since information representation and information trasssion

interface of routerR;.

is, thus, decoupled, EPPM can be used to transmit general

« Internet path bottleneck: If the bottleneck link on thisietwork information efficiently from network routers to the
path isR,_1 — R;, thenL; = ¢,Vi # j, and L, is the destination. In fact, EPPM can be usedetficientlytransmit

(incoming interface) IP address &;.

Depending on the application, the local information mz;\g

sometimes be represented more succinctly and efficierdly t
its usual binary representation, e.g., successive IP asgse

on a path can be represented using fewer bits by usiff

a delta encoding (see Section Ill). In this paper we wiff

any IES without requiring that all routers have equal number
f contributed bits. In particular not every router needs to
articipate in EPPM. This is quite unlike most prior work,
e.g., Savaget. al.[2], Deanet. al. [4], Song and Perrig [5],

ich were designed to transmit very specific IESs (e.g.
ncatenation of 32-bit IP addresses) for the IP traceback

make use of such opportunities in specific applications Whgﬂphcatlon only.

available. In Fig. 1, the efficient representation of suatalo
information at routersl, 3, and 4 are the bit strings 10,
11, and 10 respectively. We use the term to indicate the
efficient representation of local informatiaiy and we refer
to the concatenation of such efficient representation odlloc
information across the sequence of routetg,4s| ... |A,, as
the Information Encoding String or IES.

Using the above notation, we advocate a layered approach

to the design of general probabilistic packet marking sasem

according to which EPPM is designed. This is shown in Fig. 2.

Therepresentation layeris the topmost layer in this structure.
The goal of the representation layer in each hop is to reptese
the local information as succinctly and efficiently as polesi

The concatenation of these bits define the IES. The lowest

layer in this framework is théransmission layer. The goal
of this layer is to efficiently encode the entire IES into the

PPM bits of a sequence of IP packets such that the number of

such packets required to convey this information is minadiz
Finally, there is an optionaecurity layer which can be used

Key contributions

In this paper, we make the following key contributions.

« We propose a generalized probabilistic packet marking
scheme called EPPM which can be used to convey any
network information to destination end-hosts. Depending
on the application, EPPM can be designed to use a single
PPM bit in the IP packet headers. Compared to the the
best known scheme for such generalized probabilistic
packet marking (Adler [6]) EPPM reduces the number
of packets required to convey this information by almost
two orders of magnitude, while using the same number
of header bits. Unlike other previously proposed schemes
that are designed for some specific IES, EPPM can be
used to transmit an arbitrarily formatted IES distributed
at routers on the path of packets, using much fewer header
bits. As is pointed out in [4], this may have a number of
potential applications, such as congestion control, robus
routing algorithms, dynamic network reconfiguration, as



TABLE |

scheme will suffer from no such shortcoming because it is no
A QUANTITATIVE COMPARISON OF RELEVANTPPMSCHEMES

longer inferencing the internal network information. ke

Num. of different | Min. bits IP traceback (16 hops)  in such a scheme, the routers will use the low-overhead PPM
Scheme applications needed | Bits used Packets needed : PAl e ¢ ;

These schemes were specifically designed for the IP trakedggication only. r_neChamsm to eXp“CItly _convey this Informatlon_ t_o_the areest
Savageet. al. [2] 1 16 16 ~ 2,500 tion through the PPM bits of IP packets. By utilizing network
Song, Perrig [5] 1 16 16 ~ 1,000 _ H i
Deanet. al [4] 1 = 1t ~ 10,000 support, a PI?M based scheme incurs negligible overheads

Adler [6] Al PPM apps. 1 7 ~2500 (some PPM bits), should never be inaccurate and can gather
g ~ 50’1%9,)0 and convey such information in real time. Since the goal of
EPPM ATPPM apps. T = ~ 00 our work_is to demonstrat_e the efficiency of EPPM to convey
g ~ é,ggg network internal information to end-hosts, we will examine
(see Sec. I) ' Internet bottleneck location as an application of EPPM.

B. IP Traceback

well as IP traceback and locating Internet bottlenecks, We will next focus on the utility of PPM to solve the IP
which are investigated in this paper as two representatif@ceback problem: given a stream of packets arriving at a
examples. We present a comparative summary of EPFREeiver, identify the source of these packets and the path t
with some relevant PPM schemes in Table I. took through the network.

« We advocate a layered approach to the design of generaPne approach to solve the IP traceback problem is based on
PPM schemes, and demonstrate the advantages of sug@ of packet digests, e.g., work by Snoee¢nal. [15], and

an approach through the design of EPPM. Li et. al. [16]. In this approach, the routers maintain packet
digests and destinations can reconstruct paths by itehativ
Roadmap checking neighboring router paths with the same packetrtApa

The rest of this paper is organized as follows. In Section lirom these non-PPM approaches, researchers have examined
we study two representative applications and review reélatéome other non-PPM techniques for IP traceback including
work. EPPM is presented in details in Section Ill. In Sectiofl], [17]-[21].

IV, simulation results are presented to demonstrate theceff Since PPM is the focus of this paper, we discuss some of the
tiveness of EPPM. Finally, we conclude the paper in Section ?PM-based IP traceback approaches in more detail. Although
previously proposed schemes do not have a notion of layers

Il. APPLICATIONS AND PRIOR ART in their design, it is easy to model such schemes into our

We now discuss two applications of PPM, one representipgoposed layered framework as follows.
the non-adverserial case namely locating Internet battks 1) Savageet. al.[2]: In this scheme the local information,
and the other representing an adverserial case namelydé tral;, at each routerR;, is its IP address (or the XOR of
back. For each application, we review the prior best-knowronsecutive IP addresses that correspond to an edge). The
mechanisms (both with and without PPM) to implement themepresentation layer makes no change to this local infoomat

_ i.e., A, = L;. Thus, the IES for this scheme is the concate-
A. Locating Internet bottlenecks nation of router IP addresses. There is no security layer. In

In locating Internet bottlenecks, the goal is to identifg ththe transmission layer, each router probabilisticallyeitsA;
bottleneck link in a path according to some given perforneaninto the packet headers. To reduce the number of PPM bits
metric. A number of active probing tools (e.g. Pathchar [7fequired,A; is broken into smaller pieces, which are then sent
BFind [8], Pathneck [9]) have been proposed to obtain hop-bseparately, along with a piece ID used for reconstructieimgu
hop performance measurements, which can be used to inferiiePPM bits. In addition, a hop count is maintained using 5
location of the bottleneck. Unfortunately, it is hard todte PPM bits, which is reset to 0 when a piece is inserted. This
bottlenecks without a comprehensive knowledge of link losgtheme has been further analyzed in [5] and [22].
on all relevant links. Although these tools provide a viable 2) Song and Perrig [5]: This scheme can be viewed in
solution without requiring additional network supporteyh our layered framework as follows. The representation layer
display a number of shortcomings. Note that the problem tBnsforms the IP address of each router to an 11-bit hash
finding the location of the bottleneck is different from thevalue. The security layer may encrypt the hash value using
problem of finding available bandwidth of an Internet patta Message Authentication Code or a time-release key. The
Some examples of such available bandwidth estimation totdansmission layer communicates the 11-bit string to the
include Pathload [10], PathChrip [11], Spruce [12], andstho destination in the same way as the scheme of Saeagal,
by Hu and Steenkiste [13] and Melandgtr al. [14]. maintaining a hop count using 5 PPM bits as well.

Inferencing the location of Internet bottlenecks througtl-e ~ 3) Deanet. al.[4]: In this scheme, the representation layer
to-end measurements is typically a difficult task and rezgiiris the same as the scheme of Savageal. This scheme
some probing overheads. Like any inferencing scheme, itedels the IP traceback problem as a polynomial reconstruc-
accuracy varies and even the best-known tools exhibit ndien problem, where the local information at intermediate
negligible measurement errors [9]. However, a PPM-basesliters is mapped to the coordinates of the polynomial being
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Fig. 3. An example of the single-bit scheme. ! : : :

reconstructed. PPM operation at intermediate routersaligtu ‘ 3
evaluates the polynomial at a number of different pointse Af

-y—\-y—\-y—\-@ﬂ{jT

collecting sufficiently many evaluations of the polynoméal "@ y—\ — y—\ — y—\ — y—\ — @
different points, the destination will be able to reconstrine |
polynomial with high probability. There is no security laye Fig. 4. An example of the multi-bit scheme.
4) Adler [6]: This scheme does not present any specific
representation or security layer. Instead it focussed auilyn TABLE Il
on the transmission layer. Since EPPM is partially based on KEY NOTATIONS

this particular scheme, we will present some basic intaitd _ : :

. . . . . . p  The probability of routers performing a reset operation
this work in this section. (Further details can be found ih)[6 r  The probability of forwarding the received marking bit
All of the above schemes and analysis only pay attention to when performing the single-bit scheme
what packet headers are received (as OppOSdf[me man)of P, The set of p;ckets that arrive at the victim with their
each type of header). Adler introduces the more efficiergsyp ., x) %%Lén;irnfk?értof bits in celk of an n-bit IES
of transmission schemes that do pay attention to how many of ~ A*  Thejth bit in cell &
each type of packet header is received. az? The probability that a packet iF, is last reset by some

. . . . router that is at least as far as the router holdjmg
We first assume that the size of the local information given that it is actually reset

(efficiently represented) is 1, i.el4;| = 1 at each router q@  The fraction of packets inP, that is not reset by any
R; and there aren routers on the path. The size of the router between the victim and the attacker
IES is thusn. If a router actually hast bits, it can be pr  The probability that a packet chosen uniformly at random

Rt i from Pj, has its marking bit set to 1 when it arrives at
modeled as: routers individually performing the scheme. Let the victim

b represent the number of PPM bits in IP headers. We start

by describing the single PPM-bit scheme, iles 1, which

is illustrated in Fig. 3. To start with, let us assume that thdifferentiate between the case whetg = 1 and the PPM bit

PPM bit is always initialized to 0. Each router, on receiving is initialized to 0, and the case whe#g, = 0 and the PPM bit

packet, forwards the packet with the PPM bit unchanged aggdinitialized to 1. To uniquely decode the IES, Adler modifie

overwrites that bit with4; with equal probability. When the the single-bit scheme such that each router still forwanes t

packet arrives at the victim, the probability that its PPMi®i  bit that it holds with probability?, but now forwards the PPM

alisp=Y",A;(3)", namely the real number obtained bybit that it receives with probability: = 5 — ¢, and 0 with

interpreting then-bit string A1A; - -+ A, as a binary fraction. probabilitye, for some constartt < ¢ < %. With a sufficiently

Then, it is simple to perform the decoding: the receiver §fmpgood estimate ofp, the IES can be unlquely decoded. In

reads off the bits from the binary fraction representatibthe the multi-bit scheme, the victim must receive enough packet

estimate ofp. for every cell. To ensure that, Adler modifies the multi-bit
Adler demonstrates that the single-bit scheme requiresgéheme such that each router with probabifitperforms a

collect O(2?") packets. To decrease the number of packeisset operation: it performs the single-bit scheme assuming

required, Adler extends the single-bit scheme to the ntifti- that the incoming marking bit is a 0 and sets counter to O.

scheme, which is illustrated in Fig. 4, whére- 3 andn = 12. Using the notations in Table 1l, we next give a brief

We refer to the set of IES bits that ake- 2"~ + (i + 1)  description of the decoding process of the complete mitlti-b

hops away from the victim asell i, wherek can be any scheme. It can be shown that

non-negative integral value. For example, in the figurd, Zel (k) .

consists ofds, A7, and A;;. In the multi-bit scheme, one of . k/on N S

the PPM bits (e.g. the rightmost bit of each packet in Fig. 4) Pr = Z Ailge + (1 - q’“)aj)T

is referred to as thenarking bit and the other PPM bits are =t

used as db — 1)-bit counter On receiving a packet, a router. If the victim actually had available to it the valueg, then

increments the counter in the packet. If the counter does rlbé decoding procedure would be a natural generalization of

overflow, the marking bit is unchanged. Otherwise, the singlthe single-bit case. To estimat§, the victim compares the

bit scheme is performed on the marking bit, as if the markingumber of packets it receives with counteto the expected

bit is the single PPM bit in the single-bit scheme and theumber of such packets it would receive if all such packets

path is composed of all routers in the cell. When decodinggere reset; the additional number of packets are assumed to

for each individual cell, the victim independently perfarthe arrive without having been reset in between. In particuér,

same decoding procedure as is used for the single-bit schenfebe the probability that a packet is reset by some router on
In the current single-bit scheme, the victim is not able tthe path and is inP;. Let T' be the total number of packets.




TABLE Il TABLE IV

SOME ADDITIONAL NOTATIONS OF EPPM FAST DECODING SCHEME(FD) AT THE VICTIM
pf The minimum probability that a packet i, is received Input: PPM bits in collected packets
by the victim with its marking bit being a 1, given that Output: decoded IES bitsA® denotes theth IES bit in cell k)
AF =1 and thatvj, Ak =0 1 for k=1to2b"!
;ﬁi.“ The maximum probability that a packet i, is received 2 Estimatepy,
by the victim with its marking bit being a 1, given that . | Pel=vy T
Ak = 0 and thatv;, A = 0 3 Bstimategy = —pi—
i J 4 for ¢ =1to z(n, k)
5 p;? _ QZ'JF(l*QZ')a?
7 2 .
L. ) i _am. 6 sk — qna.z(n,k) z(n,k) Ak(gm 1 — g™k izt
The victim estimates;’ using the value; = %, Pe=aer +D o ARy + (1= g)ak)
7 if py > 217
. EPPM 8 then A¥ =1
. . .9 elseAF =0
In this section, we present our EPPM scheme for adversarialp P = Pr — AipF
applications and non-adversarial applications, usingrdleet 11 endfor
back and locating Internet bottlenecks as two represgatati 2 €ndfor
examples, respectively. TABLE V

A. Adversarial case (e.g. IP Traceback) ADVANCED RESET SCHEMEAR) AT ROUTERS

Using IP traceback as an example, we here present our gen-_ On receiving a packet, the router:
eral framework of EPPM for adversarial applications, where ~ /* counter corresponds to ttie— 1 PPM bits in the packet header */
the sender tries to obfuscate the PPM scheme by deliberateiy W'tﬂoﬂﬁz";‘ﬂ"‘g”
setting the initial values of PPM bits. 3 marking bit« local IES bit

1) Transmission layer\We present the transmission tech- 4 ~ counter++ B

. - .5 if (countermod 2°~1) == 0

nique of EPPM as a sequence of . var_lgnons .to Adler’s; With probability L: marking bit — local IES bit
technigue. We start by proposing an intuitively simpler and; With probabimy; — 7 marking bit— 0
more efficient decoding algorithm. Two other variations ares endif
proposed based on our analysis of this decoding algorithen. W
then propose to use two marking bits instead of one marking
bit, which can effectively decrease the number of packeds the victim is given in Table IV. In our simulated scenayios
required by enabling different cells to share packets. IFina FD decreases the number of packets required 15§ to 47%.
we propose an optional improvement that can significantly From the description of FD, it is clear that larger gaps
reduce the number of packets required, but would not alldvetweenp? and p¥ require less precision and hence fewer
the length of IES to be larger thaxi—!. packets inP; to be collected to estimatg,. We next propose

Fast decoding scheme (FD) at the victim: We first propose two effective schemes to broaden the gap betwéeand p%.
the fast decoding scheme (FDan efficient and intuitively ~ Advanced reset scheme (AR) at routers: The next and the
simpler decoding algorithm that converges much fast than timost significant variation we introduce is thelvanced reset
decoding algorithm in [6]. We start by describing the deogdi scheme (AR)In particular, when a packet is reset the router
procedure for the most significant bit of céll namely A%. always forwards its local IES bit instead of forwarding itthwi

If A¥ =1, the minimum probability that a packet i, is a probability of%. A pseudo code description of the encoding
received by the victim with its marking bit being a 1 is giveralgorithm with AR at routers is given in Table V.

by Compared to Adler's scheme, this AR scheme increp&es
o = @+ (1 —g)ak by an amount we denote h¥p?, which can be calculated by
1= 5 -
2 - i
. - - - A w ) N p(l_p)(z 1)d+k ri—1
If A = 0, the maximum probability that a packet i is pi = (1 —qi)( o ) 2
received by the victim with its marking bit being a 1 is given b
by Similarly, the AR scheme increasqféC by an amount we
(nk) denote byAp¥, which can be calculated by
i n, z(n e n n Tj_l
Y= g™+ Y 7 ARG+ (1 - gf)af) —— 2(n.k) (1= p)=Di+k -1
Jj=2 D; Z ( qk o )
Let pi, denote the fraction of packets i, whose marking bit =i+l g
is received by the victim as a 1. We determine tH&t= 1 if It can be shown through simple reasoning that® < Ap.

Dr > @; Otherwise, we determine that® = 0. Then, we Consequently, the gap betwepfl andﬁ§ is enlarged. In our
setpr = pr —A1p]f. We decodeélf for i > 1 by repeating the simulated scenarios, this AR scheme decreases the number of
same decoding procedure. A pseudo code description of BBckets required by a factor of 5 to 6.



TABLE VI

30000 [ T Adler's scheme 1
ADVANCED SINGLE-BIT SCHEME (AS) AT ROUTERS - EPPM-(FD e
= ¥ EPPM-(FD+AR
£ 25000 F - EPPM-(FD+AR+AS)
On receiving a packet, the router: g EPPMFDIARMASITME) v
I* counter corresponds to the— 1 PPM bits in the packet header */ g o000y
1 With pro_bablll_ty ) ‘ 8 1soool L .
2 marking bit— local IES bit g «
3 counter«< 0 5 10000 | 4 §
4 counter++ £
5 if (countermod 2°~1) == 0 2 5000 x
6 With probability 1 — r: marking bit— local IES bit i~ M
7 endif - ‘ : )
20 24 28 32

Length of IES (n)

Fig. 5. Comparison of EPPM with Adler's scheme (b=5).
Advanced single-bit scheme (AS) at routers. To further

broaden the gap betwepfl and[)f, we introduce th@dvanced TABLE VII
single-bit scheme (ASWwhenever the single-bit scheme is OPTIONAL IMPROVEMENT AT ROUTERS
applied, the router forwards its local IES bit with probéil _ :
1 — r instead ofi, and forwards the incoming PPM bit with On recening a packet, the router. e i

r |ns 2! - g - /* counter corresponds to tte— 1 PPM bits in the packet header */
probability . A pseudo code description of of the encoding1  with probability p

algorithm with AS and AR at routers is given in Table V. 2 marking bit—local IES bit
It is clear that bothAp* and Ap? are increased by a factor countorse
of 2(1—r) > 1. ConsequentlyApk — Ap¥ is increased by the 5 if (countermod 20~1) == 0
same factor, and the gap betwegnandp! is proportionally ; dr)]jarking bit« local IES bit
endi

enlarged. In our simulated scenarios, AS decreases thearumb
of packets required by6% to 18%.

Two marking bits (TMB) at routers: The last variation we o ]
introduce to improve the performance of EPPM is to tvse of a cell by 1 bit will increase the n_umber of packets requw_ed
marking bits (TMB) Namely, we will use two of the giveh by a factor of 3 to 10. Therefore, using more than two marking
PPM bits as marking bits and use the other 2 bits as a bits will not help for almost all reasonably large valuesnof
counter. A router partitions its local IES bits by their iogs and reasonably small values bf
into two sets, theodd setand theeven setand uses one We evaluate the effectiveness of our proposed variations
marking bit on each set. In effect, the IES is partitionea intUSing simulation results presented in Fig. 5, whére- 5.
two strings: theodd IESand theeven IESeach being encoded Combining all the proposed variations, EPPM decreases the
and decoded using one of the two marking bits. To use timber of packets required by almost two orders of magnitude
marking bits, each router should have an even number of [£3§ @ 32-bit IES. In our simulated scenarios, even larger
bits, or if not, it simply pads its own block of the IES. We caperformance improvements can be achieved for longer IESs.
take this into consideration in the design of an efficient.IES Optional improvement at routers: It turns out that we

Here, both the odd IES and the even IES hate? cells, can dramatically improve the performance of EPPM by going
while the original IES ha®~! cells. On the other hand, further than the advanced single-bit scheme: whenever the
every packet is utilized by both of them, which means that tiséngle-bit scheme is applied, we always forward the local
number of packets required to decode both of them is eqimll instead of with a probability ofi — r. A pseudo code
to the number of packets required to decodeahit IES description of this optional improvement at routers is giue
using one marking bit. Thus, by using two marking bits, wéable VII.
transform the caséb, n) into the casgb — 1, ). Simulation In this case, all packets that are received with the same
results demonstrate that using two marking bits decredses ¢ounter valuek will have a marking bit that is equal to the
number of packets required by a factor of 3 to 4. The factéth IES bit. As soon as the victim has received at least one
is greater thar2 because we have to wait for the slowegpacket from each cell, it has enough information to recoestr
cell to converge. The slowest cell of thHé — 1,%) case is the entire IES. To put off this event, the attacker shouldbsieo
intuitively faster than the slowest cell of ttig n) case, which to set the counter of all packets to some number between 1 and
in combination with the halving of the number of cells resu’~! — n if n < 2°~!, or to some fixed number if = 2°~1.
in a speedup factor that is great than 2. With this technique, we observed the tradeoffs in Fig. 6.

Of course, this technique can be generalized tomse 2 There is, however, a cost to this variation. In the original
marking bits. Compared to two marking bits, the number aicheme, there is no theoretical limit on any value ofn
cells is decreased by a factor2sf—2, while the length of each can be decoded, given enough packets. With this variation,
cell is increased by a factor cﬁ% Given that the number is now limited to be no larger tha?’~'. Because each cell
of packets required to correctly decode a cell is exponknt@n contain only one bit, since the bit closest to the victim
in its length, large values ofn are intuitively undesirable. will always overwrite the recorded value of preceding bits i
Empirical evaluations demonstrate that increasing thgtten the same cell. We point out that if < 2*~!, there is only
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dure, the victim can discover the entire path leading up ¢o th
7500 | ] router immediately after the attacker.

We used a large collection of traceroute data [23] to evaluat
the effectiveness of delta coding. With Huffman coding lblase
4500 1 on the observed distribution, it takes 4.30 bits on average t
3000 | ] encodden(d). Using the Huffman coding to encode all of the
paths in [23], delta encoding yields an average value ef
314 with a standard deviation of 72, a significant improvement
‘ ‘ ‘ ‘ ‘ over the simple concatenation of IP addresses. With 409,

o P s 1oz we cover 90% of the paths.

Fig. 6. Tradeoffs of EPPM with the optional improvement. A problem is that if any of the routers along the path
is not a traceback router, the victim can not reconstruct the
path past that point, since at that point, the XOR infornratio

one IES bit per cell, and thus increasihgloes not help. In becomes meaningless. One solution to this problem is to have
fact, it has detrimental effect, since increasinimcreases the routers exchange some more information to determine if thei
number of cells, and thus we need more packets to make e§uRcessor is a traceback router. If it is not, the router can
cell have the same number of packets as before. Theref@@)ply transmit the IP address of its own incoming interface
b = [logn] + 1 is the optimal setting. instead of ad. In this way, our delta encoding allows for

2) Representation layerRecall that representation layefincremental deployment. Although IP address is typically
of EPPM only needs to minimize the length of IES. wéonger thand, the overall IES length may be decreased since
demonstrate the advantage of this |ayered architecture tmre are fewer router |IP addresses to be transmitted. $his i
EPPM by introducing two novel and efficient IESs. analyzed further later in this section.

Delta encoding: We first introducedelta encodingpased on ~ Topology-based encoding: To make delta encoding incre-
the observation that it is quite common for successive reuténentally deployable, routers need to exchange some anlitio
in a path to have very similar IP addresses. In delta encodiffgformation. This idea leads to a still more efficient IESttha
each router encodes its identity as the XOR difference mtwelSes topological information. In particular, a router gssi
the IP address of its own incoming interface and the IP agdr&ach of its neighbors a uniqueeighbor 1D The IES will be
of its successor’s incoming interface (referred te}aghe IES the concatenation of neighbor IDs of routers that a packet
is simply the concatenation of these individual encodifigs ~ travels through. If router?, precedes routef; in the path
encoding is extremely lightweight: a router only needs town from the attacker to the victim, the IES block held by router
its own IP address and the IP address of its successor. A& iS the neighbor ID that is assigned by,. To make
router's task is to forward packets to this successor, aerouthis topology-based encoding incrementally deployabte o
does have this information available. special neighbor ID (e.g. 0) should be reserved for non-

In delta encoding, each router compudeand transmits the raceback routers. If routdt; is not a traceback router, the IES

. len(5) evaluates to the position of the highest 1 irpy its own IP address. Thus, the IES is the concatenation

the binary representation @ For router A in Fig. 7, of neighbor IDs and IP addresses. For example, assume that

5 = (192.5.80.9) XOR (192.5.80.246) — (11111111) router C in F!g. 7 assigns nelghbor ID 1, 2, 3 to router A,
B, D, respectively. If router C is a traceback router, the IES
and hencéen(J) = 8.

. . . block held by router A is its neighbor ID assigned by router

» chop(d) evalqates to the binary repres_entatlortchfnth C, namely 1. Otherwise, the IES block held by router Ais 0
out the leading 1. For router A in Fig. #hop(d) = followed bv its own IP address. 192 5.89.9
chop(11111111) = 1111111, y 226209

o h(len(d)) Huffman-encodegen(d) based on a predeter- we need[log(& +1)] < 4 bits to encode a neighbor 1D
. L . that is assigned by a router of degr&elf we assume that a
mined distribution oflen(d), because Huffman-encoding : "
. . router in the path is a randomly chosen router of the Internet
is known as the most compact encoding scheme.
topology graph, then an upper bound on the expected number
of bits per router iy, Pr[degree = 4] - i. This is actually the

@—“9.246 192.5.89.102 average degree in the router-level Internet topology, iwhias
192.5.89.9 E @ @ been recently measured to be 2.81 [24].
To estimate the length of IES, we assume that each router
is a traceback router independently with probability The
Fig. 7. A network where IP addresses refer to incoming interfaces. ~ expected number of IES bits required to encode a router is
p-[2.81p+(32+2.81)(1—p)], which is maximal ifp = 0.544.
The decoding on the victim side is straightforward. Th®vith full deployment (i.ep = 1), the average value of 16 hops
victim first decodeden(d), according to the Huffman code.[25] yields n = 44.96. A similar analysis applies to the case
Using that,chop(d) can be retrieved. By repeating this proceef delta encoding.

6000

Number of packets required (N)

1500 |




Compared to delta encoding, topology-based encoding té-the challenging decoding problems can be eliminated. In
quires the victim to have topological information to recmast  particular, the sender can always initialize the markirtgtdpi
paths. This topological information can be accessed by teso that the destination host does not have to guess tka init
victim using two different technique$ocal reconstructionat value of the marking bit and there is no need to modify the
the victim, using a map of upstream routers (as was utilizethgle-bit scheme. Moreover, the sender can always iizigial
by [5]) or interactive reconstructiorwithout such a map. the counter to some random value between 02nd — 1, so
Interaction reconstruction can be implemented in a wayithatthat packets are evenly distributed among cells. The inssgh
similar to the reconstruction process in digest-basedmeke that, in order to correctly decode the whole IES, we have to

Further improvements. The IESs we have introduced canwait for the slowest cell to converge, and an even distrdvuti
be further improved by deploying IP traceback on a selectioé packets among cells helps the slowest cell. Thus, routers
collection of routers. For example, we can have all stubensut do not have to perform the reset operation. This eliminates a
perform packet marking, as well as any router that receiveamber of complicated problems.
packets from a different AS. Thus, if an average Internet pat
of 16 hops [25] passes through 3 stub routers each at the start o Rowerk

and end of the path, and goes through a series of 10 h | O ey switch P! ;
over 3 different ASes in between, the number of traceba@ ! 10 it 00 ! @

I . __incoming interface ______outgoing interface!
routers would be 9, a significant improvement over the 16 () The incoming interface oR is the bottleneck.
required if every router were participating. Consequeritig Router B

,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,

IES becomes much shorter. ‘ !

B. Non-adversarial case (e.g. locating Internet bottlés}c @ | il e 1.99] ! @

. _incoming interface outgoing interface}

In this section, we propose a general framework of EPPM (b) The outgoing interface aR becomes the bottleneck.
for non-adversarial applications, using locating Intérbet-
flenecks as an example. In non-adversarial applicatdts, £, 115 et e ooy e onnesc oy shoe e,
sender hglp; improve the performance of thg P_PM sche.mei tity of R's Outgoiyng interface hasghes t “00.
carefully initializing PPM bits. We use a qualitative defion
where the network interface with the “worst performance 3) Discussion:A potential problem of our scheme is that
metric” is referred to as théottleneckof the path. There its worst case performance is not predictable. This is beeau
are a variety of possible performance metrics (e.g. availahhe bottleneck may change before the receiver has collected
bandwidth, delay, packet loss rate, etc), depending on teough packets encoding information about that bottleneck
user's concern. The user is free to choose any metric @bnsequently, the information encoded in the header bits wi
interest, as long as it can be effectively measured by reutebe distorted, and the receiver may not be able to correctly
1) Representation layerin our scheme, allocated headetecode the identity of the bottleneck. For a simple example,
bits are partitioned into two fields. One field is used toonsider the path in Fig. 8 whebe= 1. Initially, the outgoing
explicitly record the performance metric, and the number diterface ofR is the bottleneck, and00 packets are marked.
bits in this field directly depends on the precision desirgd rhe probability that the header bit of these packet is reckiv
the application. The other field is used to communicate tle@ a1l is (0.00): = 0. Then the performance metric &'s
identity of the bottleneck interface to the receiver. Oreréing incoming interface degrades and it becomes the bottleneck.
a packet, each router checks the performance metric canried00 packets are marked after this change. The probability that
the packet. If its own performance metric is worse, it markbe header bit of these packet is received dsig (0.10); =
its identity and performance metric into the header bits. 1. Without loss of generality, assume that 250 of the 500
The identity of the bottleneck may be described in header bits are received &s and the other 250 header bits are
number of different ways. The most straightforward IES iseceived ag)s. Now the receiver hazs0 header bits received
its IP address. However, if the ordered list of router inteas 1s and750 header bits received d@s. Consequently, the
face IP addresses along the path can be obtained (e.g.degoded IES turns out to 94, which does not refer to either
the t r acer out e utility), shorter IESs can be defined. Forof the interfaces.
example, we may compute a 10-bit or 12-bit hash value of To handle such a mixture of packet headers carrying infor-
the IP address. Since the hop counts of Internet paths almesttion of different bottlenecks, we look at a window of most
never exceed 32 [25], a 10-bit or 12-bit hashing scheme ghouécently received packet for each path and conduct decoding
suffice to avoid hashing conflicts with high probability. within this window. Depending on the number of PPM bits
2) Transmission layer:In the case of locating Internetallocated, we can determine an appropriate window size,
bottlenecks, if a router needs to transmit its IP address,which is actually the number of packets required to coryectl
simulates the process af= 32 routers individually perform- decode the bottleneck information with high probabilitye W
ing the multi-bit scheme. In such non-adversarial cases, ttlemonstrate with simulation results in Section IV that our
sender is presumed to be a cooperative host. The performascdeemes provide an effective solution to locating Internet
of EPPM is significantly better in such scenarios since sorbettlenecks in reasonably dynamic network environments.
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In this section, we evaluate the performance of EPPM for 2 6000 X TR Erbmopaiosy-based)
locating Internet bottlenecks and IP traceback. In eachuof o £ soo00 |
experiments, we generate 5000 random paths (referred to as Ff 40000 |
trials). For each trial, we simulate packets being encoded iﬁ 20000 - *
with that trial. We report the number of packets required [
to decode 90% of the trials, which is denoted by Our £ g *
simulation proceeds in a round-by-round fashion. Duringhea = e ED . ]
round, some number of packets are simulated and collected. oE ‘6"’ """ "3 . . "
After each round, we try to decode based on the packets we Number of PPM bits allocated (b)
have collected so far. Once we have correctly decoded for Fig. 9. Tradeoffs of EPPM for IP traceback.

reasonably many consecutive rounds, we determine that the

decoding procedure has correctly converged.
et. al. uses 16 PPM bits, both using a few thousand packets.

A. IP traceback For the IES of Song and Perrig [5], the transmission layer of

We first discuss how EPPM parameters should be chos&®PPM only needs 8 PPM bits while the scheme of Song and
and then discuss the performance of EPPM for IP tracebde&rrig uses 16 PPM bits, both using a few thousand packets.
using these parameters. Our proposed IESs are also more efficient than those of

Parameter settings:In IP traceback, the defenders (i.e.previous schemes [2], [5]. If we do not have an upstream map
routers and the victim) and the attacker are playinmia- that is required by the scheme of Song and Perrig, both the IES
max gameGiven the values of the EPPM parametgraind of Savageet. al.and our proposed delta encoding can be used.
r (see Table Il), we assume that the attacker can deliberatelying the same transmission layer, namely that of EPPM, our
determine the initial settings of the PPM bits to maximize thproposed delta encoding has been shown to produce shorter
number of packets required. This would measure the wotESs, and Fig. 9 demonstrates that fewer packets are relquire
case performance of the scheme. Therefore, for the rowters, by delta encoding, using the same number of PPM bits. If
objective is to determine the optimal values@findr such we do have such an upstream map, then both the IES of
that the worst case number of packets required is minimizesbng and Perrig and our proposed topology-based encoding
For the decoder, the most difficult part is correctly decgdircan be used. Both using a few thousand packets, topology-
the IES bit that is the farthest from the victim, namely,, based encoding only needs 5 PPM bits while the IES of Song
wheren is the length of the IES. To maximize the number odnd Perrig requires 8 PPM bits. If we use just 7 PPM bits
packets that carry information abodt,, we should maximize for topology-based encoding, EPPM only needs about 400
plast = p(1 —p)"~1, the probability that a packet is last resepackets, while all previous schemes [2], [4], [5] uniformly
by router R,,. Therefore, the optimal value ¢f is % require a few thousand packets.

It is not so obvious what is the optimal value sfand Therefore, our conclusion is that EPPM is more efficient
what are the optimal initial settings of the PPM bits. In outhan previous schemes [2], [4], [5] in terms of both the numbe
simulation, for each setting @b, n, p), whereb is the number of PPM bits and the number of packets required. In addition,
of PPM bits allocated, we conduct exhaustive search for the we have pointed out in Section IIl, our transmission layer
optimum of the min-max game. In particular, for each settingffers the unique advantage that the IES length is not linite
of (b, n, p, ), the marking bit has three possible initial settingdsy the number of PPM bits, while previous schemes not based
always 0, always 1, or random, and the counter¥as + 1  on the technique of [6] uniformly rely on a hop count field/of
possible initially settings: numbers between 0 &id! — 1, bits which limits the number of routers in paths to be no large
or random. All the3 - (2°~! + 1) combinations are simulated,than2’. This also limits how small a value éfcan be realized
and we report the resulting number of packets required of thiéth these previous schemes. As we have demonstrated in
(b,m, p, ) setting such that the number of packets required If§ig. 6, the number of packets required can be significantly
the worst case of it§ - (2°~! + 1) combinations is minimum. further decreased, if we limit to be no larger thag®~!,

Performance evaluationtVe next evaluate the performance _
of EPPM for IP traceback and compare with previous schem@s Locating Internet bottlenecks
[2], [5]. For that, we apply the transmission layer of EPPM to The performance of EPPM is significantly better in non-
the IESs of these previous schemes as well as our propoadsersarial cases such as locating Internet bottlenetiee s
IESs. For IESs other than delta encoding, we assume fatime of the complicated encoding and decoding problems are
deployment on the average Internet path length of 16 hopliminated. We present the tradeoffs of EPPM in Fig. 10. We
[25] and the corresponding IES length. For delta encodincgan see that less than 3000 packets suffice to transmit the IP
we use the measured average IES lengtmof 314. We address of the bottleneck link to the receiver using 4 header
present the tradeoffs betweérand NV for all IESs in Fig. 9. bits (plus the header bits used to record the queuing delay),

For the IES of Savaget. al. [2], the transmission layer of and a few hundred packets suffice to transmit it using 5 header
EPPM only needs 10 PPM bits while the scheme of Savabis. Moreover, just a few hundred packets suffice to trahsmi
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analytical results as well as an extensive set of simulation
determine the optimal settings of a number of parameters.



