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ABSTRACT

We address the problem of energy-efficient reliable wielmsn-
munication in the presence of unreliable or lossy wirelegslay-
ers in multi-hop wireless networks. Prior work [1] has pdad an
optimal energy efficient solution to this problem for theeagere
link layers implement perfect reliability. However, a mae@mmon
scenario — a link layer that is not perfectly reliable, wa &s an
open problem. In this paper we first present two centralizgd-a
rithms, BAMER and GAMER, that optimally solve the minimum
energy reliable communication problem in presence of iatskl
links. Subsequently we present a distributed algorithmMER,
that approximates the performance of the centralized ifgorand
leads to significant performance improvement over existingle-
path or multi-path based techniques.
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1. INTRODUCTION

Wireless communication networks have been deployed at-an in
creasingly fast rate, and are expected to reshape the wayenia |
this physical world. For example, wireless ad hoc networks-c
bined with satellite data networks [17] are able to provitidgl in-
formation delivery services to users in remote locatiotas tould
not be reached by traditional wired networks. Meanwhileaades
in hardware technology are constantly proliferating vasiavire-
less communication terminals (e.g. smart phones or PDAapto
exploding user population. In many scenarios, design oélegs
communication protocols are guided by two requirements — en
ergy efficiency and resilience to packet losses. Efficieimdgdling
losses in wireless environments, therefore, assumesaténpor-
tance. Even under benign conditions, various factors,fiking,
interference, multi-path effects, and collisions, leadhéavy loss
rates on wireless links [11, 16, 36, 9, 33, 35]. Due to the end-
to-end reliability requirement of many applications, ihiscessary
to study how such reliability can be guaranteed in an eneffiyy e
cient way in wireless environments. In this paper we exarttiee
problem of energy efficient routing of traffic in a multi-hoprer
less network that appropriately handles packet lossegiwitteless
environment.

There are two well-known ways to achieve end-to-end rditsbi
on multi-hop paths. The first approach empldysp-by-hopre-
transmissions — each link layer hop retransmits lost fraasesnd
when necessary. The second approach assumes that link &ager
unreliable and retransmissions are perforraed-to-endlt is also
possible to consider a mix of the above as a third approacrevh
link layers perform a few retransmissions if necessary,peutect
reliability is only guaranteed through end-to-end mechsi

Traditional power aware routing schemes [24, 6] do not tade |
loss rates into account when computing energy efficientspdily
ignoring the impact of such losses, they implicitly assutrat ev-
ery link is totally reliable. That paradigm is obviously topti-
mistic, and retransmissions consume power as well. In daler
achieve better energy efficiency in realistic scenariasritfht met-
ric should be the cumulative energy consumption due to akea
transmissions including retransmissions.

Prior work by Banerjee and Misra [1] solved the problem of
computing energy efficient paths for the hop-by-hop retrdagss
sion model only and left optimal approaches for the endrim-e



case as an open problem. However, all practical mechanisms t
achieve perfect end-to-end reliability guarantees relyegion the
end-to-end model or on the mixed approach (combination pf ho
by-hop and end-to-end retransmissions). For example,ldipér
technologies such as the 802.11 MAC protocol [18] typicaigke

a bounded number of retransmission attempts for a lost onjetad
frame. Further losses can be recovered through end-toetraohs-
missions. The following are a summary of examples which unde
line the importance of energy-efficient solutions underehd-to-
end and the mixed retransmission models:

e Link layer technologies such as IEEE 802.11 [18] typically
implement a limited number of retransmissions, which re-
sults in possible delivery failure over lossy links.

There are link level technologies that do not provide hop-by
hop retransmission (e.g. TRAMA [20]).

Given link layer reliability, packet loss may still happen a
network layer due to various reasons (e.g. congestion in
WSNs [28]).

Nodes may move, sleep, or fail. In such cases, hop-by-hop
reliability cannot be assumed. Note that even if a sleeping
node can receive packets after waking up, the transport pro-
tocol may have timed out.

As long as there is some link in the multi-hop path that cannot
guarantee reliable packet delivery, we will have to rely @PHike
transport protocols to initiate end-to-end retransmissizack from
the source.

In this paper, we first solve the problem of computing minimum
energy paths for reliable communication in the penel-to-end re-
transmission modethere none of the links in a wireless path guar-
antees any reliability. We next proceed to study the moreigegn
and realisticmixed retransmission modethere some links may
provide partial reliable delivery while the others may nbar ex-
ample, even if the link level technology supports hop-by-e-
transmission, some links may still be unreliable due to otha-
sons described above. The BAMER and GAMER algorithms are
designed for computing minimum energy paths in these madels
spectively. The hop-by-hop model and the pure end-to-endeino
are just special cases of the mixed model. Therefore, our- alg
rithms for the mixed model can be used to find minimum energy
paths in any network configurations.

For implementation in many practical scenarios, we may reed
simple and lightweight distributed protocol. In this pagpee also
propose a distributed routing protocol, DAMER, for enerdfy- e
cient routing in the general mixed retransmission modekafy,
DAMER can be used in any network configuration, too. We show
that DAMER is able to find the minimum energy path in the hop-
by-hop retransmission model. Simulation results dematesthat
DAMER also effectively improves energy efficiency over thesb
known existing techniques in the general mixed retransorisaodel.

While the main focus of this paper is on single-path routimg,
also examine the problem of reliability through utilizatiof mul-
tiple redundant paths. Prior work has examined the use df suc
multi-path routes in improving throughput or reliabilit®4, 25]
at the cost of generally increased energy consumption. |Ts-il
trate this aspect, we performed simulation-based compaisf
our technique with one of these prior techniques, GRAB [34] a
the energy consumption of GRAB to achieve reasonable ikliab
ity is orders of magnitude larger than that of our schemes. In
terestingly, we found that by carefully choosing multifpabutes
for data delivery it is possible to reduce energy consumptiore

effectively than the optimal single-path route can. In icatér,
we formally analyze the problem of finding the minimum energy
multi-path routing scheme and prove that it is actually N#dh To
the best of our knowledge, this paper is the first to formaillyes-
tigate the potential of multi-path routing on energy couaton.

Through extensive simulations, we demonstrate that ow-alg
rithms can significantly improve energy efficiency over begiwn
existing techniques. Moreover, we carefully examine tifiece$ of
a number of network parameters on the performance of our algo
rithms as well as existing techniques. This study furthérasces
our understanding of energy efficient reliable communarain the
presence of lossy links.

The rest of the paper is organized as follows. Section 2wnevie
previous related work. Our network model and problem foanul
tion are presented in Section 3. In Section 4, we present lgm a
rithms as well as a distributed routing protocol for findingyimum
energy paths in the mixed retransmission model. In Sectiane5
examine multi-path routing as a potential means of energgeo
vation in the presence of unreliable links, and formallylgra its
complexity. An empirical study through extensive simwat of
our schemes as well as the best known current schemes isf@@se
in Section 6. Finally, we conclude the paper in Section 7.

2. RELATED WORK

Energy efficient routing has always been a central reseapb t
in wireless networks, both in the paradigm of multicastéoicast
[30, 7, 29, 3, 15, 32, 31, 4, 10, 13] and in the paradigm of wstica
[22, 24, 23, 5, 6, 26, 25]. In both paradigms, our objectiveois
design a routing scheme such that the total transmissiomipisw
minimized. In this paper, we study the paradigm of unicast an
refer interested readers to the literature for more knogéesh en-
ergy efficient multicast/broadcast routing.

By using Dijkstra’s shortest path algorithm [8], PAMAS [23]
finds a minimum cost path where the link cost is set to the trans
mission power. If every link in the paths is error free, thesirgle
transmission over each link can successfully deliver a giaftkm
the source to its destination with a minimum energy consionpt
Scott and Bamboos [22] studied the case where link costadacl
power consumption on the receiver side, and proposed to find e
ergy efficient paths using a modified form of the Bellman-Falrd
gorithm [8].

Some researchers have considered power aware routing in an a
ternative approach. The residual battery power is used @sting
metric, in order to achieve a more balanced distributionafigr
consumption among all the nodes so that the lifetime of thelevh
system may be increased. From our perspective, these ssheme
may result in less energy efficient routes. We refer the me@dbe
literature [24, 5, 6, 26] for detailed information.

Unfortunately, none of these previous papers consideekbgsy
property of wireless links. Banerjee and Misra [1] explotiee ef-
fect of lossy links on energy efficient routing and solved pheb-
lem of find minimum energy paths in the hop-by-hop retransmis
sion model. Letw andp denote the transmission power and the
error rate of a hop-by-hop retransmission link, respebtivgl]
proposed the link cost to bgi“—p which is actually the expected

energy consumption of delivering a packet over that finkor the
hop-by-hop retransmission model, it is then straightfodia use
a traditional shortest path algorithm (e.g. Dijkstra’saalthm) to
compute minimum energy paths.

The same is, however, not true in the end-to-end retransmis-

A similar metric, ETX, was proposed by DeCoutt al [9] for
computing high throughput paths.



sion model. Therefore the authors in [1] only proposed an ap-
proximate heuristic that defines the link cost togg“w, where

[ > 2 is some constant, and used Dijkstra’s algorithm to compute
low-energy paths. For simplicity, in this paper we denota@a

jee and Misra’s algorithm by BMA and denote BMA whére- k

by BMA-k. In the end-to-end retransmission model, packet loss
at intermediate links will abort the whole delivery thus éard in-

cur end-to-end retransmissions back from the source, wh&dns
more transmission power is wasted than in the hop-by-hopeiod
Intuitively, [ > 2 makes lossy links appear to be even more expen-
sive. BMA-] thus prefers less lossy links and reduces the risk of
incurring end-to-end retransmissions. While such a chisicea-
sonable, clearly it is not optimal. Additionally the morengeal
and realistic mixed retransmission model is not explorgdjin

Multi-path routing has been proposed as a means of improv-
ing reliability as well as throughput. GRAB [34] forwardsqgsa
ets along an interleaved mesh, and controls the width of #&hm
hence the success ratio by assigning an appropeiatit to each
packet. We here point out that the multi-path scheme of GRAB
harnesses the high redundancy and large scale of WSNs, aod is
appropriate for other network models. In contrast, thisspamn-
siders a more general network model. Moreover, GRAB pravide
only robust delivery instead of reliable delivery, whichans pack-
ets are not guaranteed to be delivered in GRAB. Srinivas amdi-M
ano [25] investigate the problem of minimum energy nodk/iis-
joint paths routing in multi-hop wireless networks. Clgaguch
schemes result in increased energy consumption, compathd w
the minimum energy single path. Moreover, they do not previd
guaranteed delivery, either. Again, none of them expjictnsid-
ers link error rates.

Transport protocols (e.g. PSFQ [27]) have also been propose
to provide reliable communication over unreliable wirsldisks.
Unlike routing protocols, transport protocols do not pagation
to route selection hence are beyond the scope of this paper.

3. FORMULATION

In our network model, each network node is assumed to be pedip
with an omnidirectional antenna. A wireless network is nitede
as a directed grapy = (V, A), whereV is the set of nodes and
A is the set of directed links. Each node is assigned a unique ID
¢ € [1..]V|] and has a maximum transmission powetRfq. (7).
Each directed linKz, j) has a non-negativwereightW (4, j), which
denotes the minimum transmission power required to mairdai
reasonably good quality link from nodeo nodej. Wireless prop-
agation suffers severe attenuation [14, 19, 21]. d;etdenote the
distance between nodeand nodej. If ¢ transmits with power
P (1), the power of the signal received by nogles given by

_ B

. o’
c-dg;

P (5)

wherea andc are both constants, and usualh< o < 4 [21]. In
order to correctly decode the received signal at the recside, it
is required that

PT(]) 2 /60 . N07
wheref, is the requiredsignal-to-noise ratio (SNRnd Ny is the
strength of ambient noise. Thus, the weight of lifky) is given
by
W(’L,j) :C~ﬁo~No~d?j.
Each link(s, ) also has aerror rate (or loss rat§ Er (3, j), which

is the probability that a transmission over lifk j) does not suc-
ceed. IfEr (3, j) = 0, link (4, j) is consideredeliable. G contains

link (¢, 7) ifand only if W (¢, j) < Ppaz(i) andEr(s, j) < 1. The
expected number of transmissions (including retransonis$iof a
successful delivery over link, j) is given by

. 1
NG ==y

Each node is capable of adjusting its transmission powardec
ing to the outgoing link weights, in order to conserve as much
power as possible. Typically, energy efficient routing sohe tend
to choose paths composed of a large number of short disteakse |
since long distance links are much more power consuminghgive
thata > 2.

Link failure is presumed to be independent and unpredietaial
the metric is defined to be the expectethal energy consumption
of a successful delivery. By minimum energy path from nade
nodew, we refer to a path that has the minimum expected energy
consumption of a successful delivery framo v. Let Cpin (u, v)
denote the expected energy consumption of a successfuedeli
along a minimum energy path fromto v.

We refer to the general problem of finding the minimum energy
routing scheme in the mixed retransmission model asMire-
mum Energy Reliable Communication Using End-to-end Rstran
missiongproblem and formally define it as follows.

MINIMUM ENERGY RELIABLE COMMUNICATION USING END-
TO-END RETRANSMISSIONS

INSTANCE Directed graptG = (V, A). Link weight function
W : A — R{. Link error rate functionr : A — [0, 1). Function
U : A — {0,1} indicates whether a link provides hop-by-hop
retransmission. Specified sourcand destination. Non-negative
boundB.

QUESTION Is there a routing scheme such that the expected
energy consumption of a successful delivery froto ¢ is no more
thanB?

4. SINGLE-PATH MIN-ENERGY ROUTES

In this section, we present a number of algorithms to compute
minimum energy paths for reliable communication over |dsg§s
in multi-hop wireless networks. We start by studying thesiegly
simpler end-to-end retransmission model, for which wegmethe
Basic Algorithm for Minimum Energy Routing (BAMERhen in
Section 4.2, we study the more general and realistic mixedns-
mission model. Th&eneral Algorithm for Minimum Energy Rout-
ing (GAMER)is proposed for that case. In Section 4.3, we show
that an appropriate preprocessing stage enables BAMERIe so
the same problem in the mixed model as well. While BAMER and
GAMER are both centralized algorithms, typically routingeds
to be carried out in a distributed fashion. Towards that emgl,
propose theDistributed Algorithm for Minimum Energy Routing
(DAMERY)in Section 4.4.

4.1 Basic Algorithm for Minimum Energy
Routing (BAMER)

We first present BAMER and show that it finds minimum en-
ergy paths frons to all other nodes in the end-to-end retransmis-
sion model. Basically, BAMER is a generalized extension of D
jkstra’s shortest path algorithm [8]. In Dijkstra’s algiin, only
edge weights are considered. Assume that nogleecede® in the
path froms to v, denoted byP(s,v). Let P(s,u) denote the part
of P(s,v) betweens andw. For any pathP (i, j), let C(P(s, 5))
denote the energy consumption of successfully deliveripgcket



BAMER (G, s, T, C)

1 for each node € V(G) do

2 T(v) — ¢

3 C(v) «— o0

4 C(s)—0

5 S« {s}

6 u<«s

7 while S # V(G) do

8 for each node € V(G) — S do

9 if N(u,v)[C(u)+ W(u,v)] < C(v)
10 T(v) — T(u) U {(u,v)}
11 C(v) « N(u,v)[C(u) + W (u,)]
12 u—v €V(G)—S s.t C(v)is minimum
13 S — SuU{u}

Table 1: Pseudo code description of BAMERSs is the source.
For any nodew, T'(v) consists of the links of the computed path
from s to v, whose cost is”(v).

along that path fromi to 5. In Dijkstra’s algorithm, it is clear that
C(P(s,v)) =C(P(s,u)) + W(u,v).

Our algorithms take into account both link weights and linfoe
rates. The key observation is that

C(P(s,v)) = N(u,v) - [C(P(s,u)) + W(u,v)].

Indeed, Dijkstra’s algorithm is a special case of BAMER véher
Er(u,v) = 0andN(u,v) = 1, i.e., link (u, v) is reliable. Based
on this intuitive understanding, we present BAMER in Table 1
Compared with Dijkstra’s algorithm, the only real diffeceris line
9 and line 11. We next proceed to show the optimality of BAMER.

LEMMA 1. LetP(s,v) denote a minimum energy path from
to v, in which nodeu is the predecessor ef. The part ofP(s,v)
betweers andw, P(s,u), is a minimum energy path frosto u.

To prove by contradiction, assume thats, «) is not a minimum
energy path frons to u, while another pat®’ (s, v) is such a min-
imum energy path. We can simply repla@és, v) in P(s, v) with
P’ (s,u). The resulted new path fromto v, denoted byP’ (s, v),
will have an expected energy consumption of

C (73,(87’0)) N(u,v) - [C (P'(s, u)) + W (u, v)}
N(u,v) - [C(P(s,u)) + W(u,v)]
C(P(s,v)).

This contradicts the fact th&(s,v) is a minimum energy path
from s tov. O

N

LEMMA 2. In BAMER, each time a nodeis added taS, links
in T'(v) form a minimum energy path fromto v henceC(v) =
Crmin(s,v).

We prove Lemma 2 by induction on the order of nodes being
added toS. The base case is trivially true. Now assume that
Lemma 2 holds for every node already.$h and a node» is then
chosen to be added t8. Consider any minimum energy path
P(s,v) fromstow.

If all previous nodes irP (s, v) have been irt, by Lemma 1 and
inductive assumption it is clear from the description of BERI
that

C(v) <C(P(s,v)) = Cmin(s,v).

z (32)

(7, 3) ¢ (80)

Figure 1: lllustration of BAMER

If at least one previous node A(s,v) has not been irb yet,
let u denote the first such previous nodeRits, v) (counting from
s tow), and letP(s,u) denote the prefix part dP(s, v) between
s andu. By Lemma 1, it is clear from the description of BAMER
that

C(u) <C(P(s,u)).
Given that BAMER chose instead ofu, it is the case that
Cv) < Cu) <C(P(s,u)) < C(P(s,v)) = Cmin(s,v)

sinceu is a previous node i (s, v). So far we have proved that in
either case(C'(v) < Chmin(s,v). Clearly, it has to be the case that
C(U) = Cmin(& U)

Letw be the node already ifi that assign€’(v) tov in BAMER.
By inductive assumption, links iff’(u') form a path froms to
u whose expected energy consumptiorCi&:’). Thus,T'(v) =
T(uw')U{(u,v)} form a path froms to v, and the expected energy
consumption i< (v) = Cmin(s,v). It follows that links inT'(v)
form a minimum energy path fromto v. O

COROLLARY 1. For each nodev € V(G), BAMER computes
a minimum energy path fromto v.

We illustrate BAMER with the example in Figure 1. In the exam-
ple network, each linku, v) is labelled with thd W (u, v), N (u, v))
pair, and each nodeis labelled with its ID and” (). z is the first
node added t¢ by BAMER, followed by its successorsandy in
order. BAMER terminates after choosingvhose predecessoris
The minimum energy paths are indicated by the dashed linke. T
minimum expected energy consumption to deliver a packet fro
to ¢t is 80. BMA-1 will choose the path — » — y — ¢ and the
expected energy consumption is 82. Without consideririgltiss
rates, a naive shortest path algorithm (e.g. Dijkstra'®ftigm)
will choose the paths — 2z — ¢, incurring an expected energy
consumption oB6.

4.2 General Algorithm for Minimum Energy
Routing (GAMER)

In Section 4.1, we present the BAMER algorithm for finding
minimum energy paths in the pure end-to-end retransmissamel
where no link guarantees per hop reliability through hoghbp
retransmissions. This is in contrast to prior work (BMA) wihi
solved the problem in the idealized model where each linlers p
fectly reliable. In realistic scenarios, we may have to edhe min-
imum energy path problem in the more general mixed retragsmi
sion model, where different point-to-point links are implented



GAMER (G, s, T, C)
for each node € V(G) do
T(v) — ¢

S3 U1

C(v) «— o0

C(s) <0

S1

S — {s}
while S # V(G) do

for each node € V(G) — S do

if (u,v) provides per hop reliability
if C(u) + N(u,v)W(u,v) < C(v)

T'(u) U{(u,v)}
C(u) + N(u, v)W (u,v)

(u) + W(u,v)] < C(v)
T'(u) U{(u,v)}
N (u, 0)[C(w) + W (u,0)]

S such thatC'(v) is minimum

©CoOo~NoOUWNE

10
11
12
13
14
15
16
17

E)
else if N(u,v)[C
T(v) «
C(v) —
u—veV(G) -
S — Su{u}

Table 2: Pseudo code description of GAMER. Parameters are
the same as in Table 1.

with different link level technologies, or other factors ynaake
some links unreliable in the presence of inherently redidibik
level technologies, etc. In this section, we solve the mimim
energy path problem in this mixed retransmission model with
General Algorithm for Minimum Energy Path (GAMER)

GAMER is a further generalization of BAMER, where each in-
dividual link may or may not provide per hop reliability. Aiga
assume that node precedes in the path froms to v, denoted by
P(s,v), and letP(s, ) denote the part oP(s,v) betweens and
u. The additional observation is that if linf, v) does not support
hop-by-hop reliability,

C(P(s,v)) =C (P(s,u)) + N(u,v) - W(u,v).

Based on this intuitive understanding, we present GAMERan T
ble 2. Compared with BAMER, the only difference is line 9-12
handling links providing per hop reliability. We next sholetop-
timality of GAMER.

We show that Lemma 1 also holds for GAMER. The case where
(u, v) does not provide per hop reliability has been proved in Sec-
tion 4.1. Now consider the case wheie v) does provide per hop
reliability. To prove by contradiction, assume thafs, u) is not
a minimum energy path from to «, while another pattP’ (s, u)
is @ minimum energy path frors to u. We can replacé (s, u)
in P(s,v) with P’(s,u). The resulted pat’(s, v) will have an
expected energy consumption of

C(P'(s,v)) C (P'(s,u)) + N(u,v) - W(u,v)
C (P(s,u)) + N(u,v) - W(u,v)
C (P(s,v)).

This contradicts the fact th&(s,v) is a minimum energy path
fromstov. O

Lemma 2 and its proof in Section 4.1 also hold for GAMER.
This is easy to verify and we leave the details to the reader.

A

COROLLARY 2. For each nodev € V(G), GAMER computes
a minimum energy path fromto v.

To illustrate how GAMER works, let us return to the example in
Figure 1. Now the link fromz to ¢ has been upgraded to sup-
port hop-by-hop retransmission hence per hop reliabilibys does

N e

52

V2

Figure 2: Solid links are reliable and have a weight ofl, except
that link (v1,t) has a weight of12. Dashed links are free but
have an error rate of % and do not provide per hop reliability.

not change the behavior of traditional shortest path algms and
BMA. However, GAMER will find the minimum energy path—

x — t and the expected energy consumption goes down from 80 to
58.

4.3 BAMER forthe mixed retransmission model

Although BAMER is motivated by and designed for the pure
end-to-end retransmission model, it turns out an appregppee-
processing stage will enable BAMER to solve the same problem
in the mixed retransmission model. To see why and how, nate th
GAMER differs from BAMER only in lines 9-12 of Table 2, i.e.,
the case where linku, v) provides per hop reliability. Particularly,
the only difference that matters is line 12. Note that thatrgjde
of line 12 can be viewed g€ (u) + N (u, v)W (u,v)] x 1. Com-
pared to the right side of line 11 in Table 1, we can see thét lin
(u,v) can be treated as a reliable link that has a new weight of
W' (u,v) = N(u,v) - W(u,v) and a newN’(u,v) = 1. There-
fore, we can preprocess links that provide per hop religtdls is
described above. Then, applying BAMER on the preprocessed n
work graph is provably correct to compute a minimum enerdi pa
from s to each node in the network.

To illustrate how BAMER works in the mixed retransmission
model, we return to the example in Section 4.2. In the pregg®c
ing stage, the point-to-point linkz, ¢) is marked with(48,1) as a
reliable link that has a weight of 48. BAMER is then executed o
the preprocessed network graph and correctly finds the mimim
energy paths — = — t.

4.4 Distributed Algorithm for Minimum
Energy Routing (DAMER)

Both BAMER and GAMER are centralized algorithms. In many
applications, a routing algorithm has to be implemented disa
tributed routing protocol in a lightweight fashion. Howewesign-
ing alightweightdistributed protocol that can always find the min-
imum energy path is not a trivial task. To see the tricky paoh-
sider the examplein Figure 2 where an intermediate noefor-
warding packets from three sources, s2 andss, to the destina-
tion¢. There are three routes fromto ¢. The routeu — v — tis
totally reliable and the energy consumption 8 The route via,
is the cheapest and has an expected energy consumptohiofv-
ever, the expected number of end-to-end retransmissi@udeddo
deliver a packet from to ¢ via v2 is 16, because of the two free
but unreliable links in that path. The route— v1 — b — ¢ falls
in between them. In particular, it has an expected energgwop-
tion of 8 and the expected number of end-to-end retransmissions
needed to deliver a packet along the routé.is

Now, we turn to examine the implications of these routes. The
optimal path froms; to¢tis sy — sz — u — v1 — t, whose
energy consumption is5. The optimal path frons; to ¢ is s; —



DAMER (G, Nexthop, R, C)
[* initialization */

1 for each node € V(G) do

2 R(v) «— o0

3 C(v) « o0

4 R(u)«—1

5 C(u) <0

/* periodic route exchang¥

6 for each round of route exchande

7 broadcasfz andC' in a route exchange messagyg,

8 for each neighbov do

9 collect a route exchange messdde from v
10 for each nodev € V(G) do
11 if M,.C(w)+ My.R(w)N (u, v)W (u,v) < C(w)
12 Nexthop(w) «— v
13 C(w) «— M,.C(w) + My.R(w)N (u, v)W (u,v)
14 if link (u,v) provides per hop reliability
15 R(w) «— M,.R(w)
16 elseR(w) « N(u,v)M,.R(w)

Table 3: DAMER running at individual nodes.

u — v1 — b — t, whose expected energy consumption 2s
Finally, the optimal path froms totiss3 — u — va — b — ¢,
whose expected energy consumption.ist is clear that: needs to
know about every possible path from itselfitoln the worst case,
the number of possible paths can be exponential in the si#tgeof
network.

Given that, we here propose tBéstributed Algorithm for Mini-
mum Energy Routing (DAMERVyhich is lightweight and achieves
reasonably good energy efficiency. Unlike BAMER and GAMER
which only compute the one-to-all shortest paths from alsing

T Yy €T y(27107t)
[ ] ] [ ]
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[ ] [ ] o —>0
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(© (d)

Figure 3: lllustration of DAMER. Each node is labelled with a
(R(t),C(t), Nexthop(t)) tuple.

execution of DAMER. On the other hand, it is clear from linds-1
13 of Table 3 that wheneveY¥exthop(w) = v, it must be the case
thatC'(w) > C,(w). Recursively applying this rule concludes the
proof of Lemma 31

COROLLARY 3. Routes generated by DAMER are loop free.

Based on the example in Section 4.2, we illustrate in Figuhe3
round by round execution of DAMER in finding an energy effitien
path froms to ¢t. Although we only illustrate a single source-sink

source to all other nodes, DAMER computes an energy efficient P&ir here, we point out that DAMER actually finds such a path fo
path from each node to every other node. A pseudo code descrip €Very source-sink pair in the network.

tion of DAMER is presented in Table 3.represents the local node
executing DAMER. For any node € V(G), Nexthop(w) de-
notes the next hop node thauses to forward packets t0. R(w)
records the expected number of end-to-end transmissinolsid-

ing retransmissions) required to deliver a packet frono w via
Nexthop(w). C(w) records the expected energy consumption to
deliver a packet from: to w via Nexthop(w). For each destina-
tion w, DAMER chooses fom the next hop node that minimizes
the expected energy consumption of delivering a packet frdm

w. In the hop-by-hop retransmission model, DAMER can find the
minimum energy path to every destinatib& V' as BMA-1 does.
Because every link provides per hop reliability and no eméd
retransmission is needed. Therefore, it only remains tomps the
expected energy consumption from the current forwardirdgerio

the destination.

Memory requirement at each node2|¥|, in order to stor&?(1)
andC (V). For any nodey € V, M, denotes the route exchange
message broadcast by node M,.C(w) and M,.R(w) denote
C(w) and R(w) broadcast by node, respectively. DAMER op-
erates in a periodic round by round fashion. During each adoun
of route exchangeR(V) andC(V') are exchanged via route ex-
change messages. In particular, each node broadcasts saagee
to its neighbors and collects the message broadcast by eagin-n
bor.

LEMMA 3. For any nodew € V, whenevew is a downstream
node on the path from to w, it has to be the case th&t(w) >
Cy(w). Cy(w) denotes the value @f (w) at nodew then.

On one hand, for any node € V', C(w) never grows during the

Does DAMER always find the optimal paths? Unfortunately, the
answer has to be negative. For the examplar network in Figyure
the path froms; to ¢t chosen by DAMER will bes; — s2 —

u — v1 — b — t, whose expected energy consumption 6s
The reason is that in DAMER, each node keeps only the minimum
energy path from itself to every other node. For exampleonly
knows the minimum energy path from itself tonamelyv; —

— t. Consequently, the optimal path frogm to ¢ cannot be
discovered. We expect to design more intelligent algorithhat
are reasonably lightweight in future work.

5. MULTI-PATH MIN-ENERGY ROUTES

In Section 4, we have proposed and proved BAMER and GAMER
for computing the minimum energy path for reliable commanic
tion in multi-hop wireless networks. Interestingly, we @équoint
out that in some cases a multi-path routing scheme actuafli m
mizes the expected energy consumption. Traditionallytinpatth
routing is considered beneficial for improved throughpud ae-
liability [34, 25]. Intuitively, improved throughput anckliability
come at the cost of more energy consumption due to the use of
multiple (not necessarily disjoint) paths simultaneou$lyerefore,
it is not surprising that researchers have been designiggdespath
routing algorithms for energy efficient one-to-one comnoation,
as we do in Section 4.

Barrettet al [2] studied the case where nodes may either un-
derestimate or overestimate their distance to the degtinatin
the presence of such noisy routing information, they shothatl
in some cases multi-path routing may outperform Dijkstsdisrt-
est path algorithm in terms of the total number transmissi@na
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Figure 4: Wireless Multicast Advantage (WMA)

quired to successfully deliver a packet to its destinatiblotice mi ma ms ma
that Dijkstra’s shortest path algorithm does not take irtooant
link loss rates. We here reveal the interesting and counteition
fact that even if perfect routing information is given anklioss
rates are taken into account, multi-path routing can sbiléptially
reduce the expected energy consumption of one-to-one cammu
cation compared with the optimal single-path algorithm&MER
and GAMER. In addition, we then formally analyze the comjtiex
of computing the minimum energy multi-path routing scheme a
prove it to be NP-hard. To the best of our knowledge, this pape
the first to formally study exploiting multi-path routing erder to
reduce energy consumption in one-to-one communication.

With an omnidirectional antenna, a single wireless trassin
by a node can be received by every node within its transnmissio
range. This property of wireless media is referred to\aeless
Multicast Advantage (WMA]30]. WMA has been extensively
studied in energy efficient one-to-many communication, enn-
imum energy broadcast in wireless networks [30, 7, 29, 3415,

Figure 5: Reduction from 3DM

{m1,mb,...,my} C M suchtha{M’| = qg and no two elements
of M’ agree in any coordinate?

Given an instance of 3DM, we construct a graph as shown in Fig-
ure 5, where nodes are distributed into four layers and eelgjes
only between nodes in adjacent layers. The exemplar grapigin
ure 5 is constructed from the following instance of 3DM.

10]. We show that WMA and the use of multiple paths enable us W = {wi,wa}, X = {1, 22}, Y = {y1, 2}

to reduce energy consumption in one-to-one communicatien o M = {m1,ma, ms, ma}.

unreliable links as well. Consider the example in Figure Here ma = (w1, z2,y2), m2 = (w1, 1,91,

s needs to communicate with Links coming out ofs have a loss ms = (w2, T2,ya), ma = (w1, T1,Y2).

rate of% and a weight ofl. Links coming out ofb; and b, are

reliable and free. Consider the multi-path routing scherhere The top layer contains only the destinatiorin the second layer,
every link participates. A packet sent bygannot be delivered tb there are three disjoint groups efement nodesW = {w:, wo,

if and only if all the three links coming out of fail on this trans- ..., we}, X = {z1,22,..., 24}, andY = {y1,y2,...,yq}, rep-
mission. The probability of a successful delivery freno ¢ is thus resentingl’, X, andY’, respectively. Each element node is con-
1 —(4)® = L. Therefore, the expected energy consumption of a hected tot with an edge whose weight tsand error rate ip =
successful delivery i§. On the other hand, it is clear that the ex- e~ '/%4.In the third layer, there are a Set = {mi,ma, ..., mn}
pected energy consumption of any minimum energy single jsath  Of triplet nodesrepresenting the: elements ofM/. Each triplet
2 node is adjacent to the three associated element nodess Bdge

In a multi-path routing scheme, an intermediate node may re- tween element nodes and triplet nodes have a weigftasfd an
ceive multiple copies of the same packet from upstream ndes error rate ofd. The bottom layer contains only the source nede
fore we can proceed to formally analyze multi-path routiclgesnes, ~ Which is adjacent to all triplet nodes. Edges between tripbeles
a problem that has to be answeretiS8ould the intermediate node ~ ands have a weight ot = (e — 1)q and an error rate df.

forward every copy of the packetVe believe the correct answer The transformation is polynomial, and we here show fiaton-

should be “No”. Because forwarding the same packet more than tains a 3-dimensional matching of sizé and only if the minimum

once will incur unnecessary additional energy consumpdiothe expected energy consumption to deliver a packet fsdo is

intermediate node as well as downstream nodes, without ikigow c+q 2q

if that really helps at all. = = . Q)
We here formally analyze the complexity of finding minimum L=p¥ e—1

energy multi-path routes and prove that it is NP-hard by cedy We start with the “only if” direction. M contains a matching
from the3-dimensional matching (3DM)robIem, which is known of sizeq’ Wwe can route a packet frogto ¢ as follows.
to be NP-hard [12] and formally defined as follows.

e s transmits the packet to all thetriplet nodes contained in

3-DIMENSIONAL MATCHING (3DM) the matching.
INSTANCE SetM = {mi,ma,...,mn} C W x X XY,
whereW = {w1,ws,...,we}, X = {z1,22,...,24}, andY = e Each triplet node in the matching forwards the packet to its
{y1, 92, ...,yq} are disjoint sets having the same numbef ele- associated element nodes.
ments.

QUESTION DoesM contain a matching, i.e., a subset’ = e Each element node forwards the packet.to



The energy required to route the packet froto the3q element It follows that
nodes is deterministically+ ¢. The probability that at least one of
the element nodes successfully delivers the packeigd — p39.
Thus, the expected energy consumption is given by (1).

We then prove the more tricky “if” direction. In particulame
show that the scheme described in the proof of the “only ifedh
tion is the only scheme that can successfully deliver thégtaat
an expected energy consumption of (1). First of all, we poirit
that any routing scheme can be characterized by the thenialip
two parameters.

0.

( ct+x )’ _ 1—p% + (¢ + 2)p**Inp? <
1 —p3e - (1 _pSw)2

This completes the proof of (2)1

6. EVALUATION

We conduct extensive simulations in our empirical studyrin o
der to answer the following questions. Compared with thd bes
known current schemes, how effectively can our algorithmsc
serve energy in a variety of network environments? How ngkwo
parameters affect the performance of existing algorithnosaars?
Such parameters include link error rates, valuexpfpercentage
e The number of element nodes that participate to forward-pack of links supporting hop-by-hop retransmission, netwodedi.e.,

ets in this routing schemegy. 1 < go < min(3q, 3no). node population), and so on. Before we proceed to presesirthe
ulation results, we start by describing some technicaliidetéour
simulations.

In our simulations, 100 nodes of the same transmission rarge
distributed into al0 x 10 square field uniformly at random. Two
nodes are connected if and only if the distance between teem i
no larger than their transmission range. For each direatédits
link error rate is chosen frof, M ax L E'R] uniformly at random,
where0 < MaxLER < 1 represents thenaximum link error
rate. Consequently, linKu, v) and link (v, «) may have different
error rates. For each parameter setting, 1000 such trialonks
are generated. In each trial network, we randomly pick acsour
node and a destination node. The average energy consunggtion
the paths computed in all 1000 trial networks is calculatadri-
dividual algorithms, respectively. To evaluate the effestess of
our algorithms in conserving energy, we defir@malized energy
efficiency (NEEf an algorithm to be the ratio of its average en-
ergy consumption to that of BAMER and GAMER, since BAMER
and GAMER are guaranteed to find a minimum energy path.

For single path routing, we compare our algorithms with the
best known BMA algorithm. For multi-path routing, we comgar
with GRAB [34], as node/link disjoint paths [25] clearly canme
more energy than the minimum energy single path. GRAB claims
to be more efficient and flexible than disjoint paths in thdbit
(2 wards packets along an interleaved mesh, and controls i wi
of the mesh by assigning an appropriate credit to each padiet
first conduct simulations in the end-to-end retransmissiodel to
compare the energy efficiency of our algorithms and GRABR;esin
GRAB assumes the unreliable CSMA MAC. Figure 6 demonstrates

e The number of triplet nodes that participate to forward pack
ets in this routing schemey. 1 < ng < n.

We prove by contradiction, assuming thet does not contain a
matching of sizg. Clearly, there exist the following three cases.
e If ng > ¢, the expected energy consumption is

c+q c+q
1—p110 1—p3q

c+no
1—p110

e If ng = ¢, it has to be the case that < 3¢ since we assume
that M does not contain a matching of size Thus, the
expected energy consumption is

c+gq c+gq
l_pCIO 1_p3q.

e If ng < gthengo < min(3q,3n0) = 3no. The expected
energy consumption is thus
c+ no ¢+ no
1—p110 - 1—p3n0.

To conclude our proof by contradiction, it only remains to
prove that,

c+no
1— pSnO

c+q

foranyl < ng < g, =

Note that-“t70_ and—<t%_ are the values of function
1—p3no 1—p=q

fla) =2

- 1_p3at

atxz = no andx = g, respectively. In order to prove (2), it
suffices to prove thaf’(z) < 0 forany1 < z < ¢ so that
f(z) is strictly decreasing ifiL, ¢], sinceno < g.

On one hand, forany > 1,
[P* — (c+2)p*Ip*]" = —(Inp®)* (c + 2)p™* < 0.
On the other hand,

p _ (C+ x)pfizlnp3|z:q
%)%~ [(e — 1) + g)(e~37)™In(e” %)?

I

—~
m\
s

Therefore, for any: such thatl < z < ¢,

pfiz _ (C + x)plicvlnpfi > 1.

that the energy consumption of GRAB is typically some oradrs
magnitudes larger, in order to achieve a delivery rati®5%%. For
higher link error rates, this delivery ratio 8% is not even achiev-
able. Given this huge performance gap, we only compare Wwéh t
best known single path routing scheme, BMA, in the sequel.

6.1 Effects ofa and link error rates

We first examine the effects of link error rates andn the en-
ergy efficiency of the algorithms we study. To fully undemsta
the behavior of these algorithms in the general end-to-etrdns-
mission model, we here investigate the case where none of the
links supports hop-by-hop retransmission. Effects of hggiop
retransmission on energy efficiency will be examined latéfe
conduct extensive simulations for a number of differentigal of
MaxLER, «, andl, and present the simulation results in Figure 7.

It is clear from Figure 7 that high link error rates generaliy-
phasize the effectiveness of our algorithms. Because a&hlgtk
error rate means a higher probability of aborting the erdrtd de-
livery done thus far and restarting a new end-to-end dsfitrack
from the source. Consequently, the performance of theivelat
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less intelligent BMA algorithms are more subjective to lieor
rates.

Large « values demonstrate the same effect. Because large
values make short distance links even cheaper. Consegutl
algorithms tend to choose paths composed of more and shorte
links. The more links a packet has to go through, the mordylike
that its delivery may fail and abort at some intermediatk. lifihis
means more energy consumption due to delivery abortionsiaaid
to-end retransmissions.

Another clear message from Figure 7 is theisonablylarge
values ofl consistently help BMA achieve better performance. Be-
cause largd values make lossy links appear to be prohibitively
expensive to BMA. Consequently, BMA prefers less lossydink
and that reduces the risk of delivery abortion. We also cohdu
simulations forl > 4, but typically that does not help conserve
more energy. For legibility, we only present simulationutesfor
1 <1 < 4. We will see the reason underlying this decision in later
sections.

Finally, we point out that DAMER performs consistently leett
than BMA in the end-to-end retransmission model.

6.2 Effect of hop-by-hop retransmission

We have discussed in Section 6.1 that largalues help BMA
conserve energy by avoiding lossy links. Clearly there lalset
a cost to this trick. For example, consider the hop-by-hoans-
mission model.l = 1 finds minimum energy paths, while larger
values ofl may give us less energy efficient paths. Intuitively, there

should be some correlation between the optimal valueaoid the
percentage of links supporting hop-by-hop retransmissidrich

is denoted byU PGrate. We here reveal this correlation by con-
ducting extensive simulations for a number of differentuesl of

l, UPGrate, and MaxLER. We assume a moderate setting of
a = 2, which is in favor of BMA algorithms as is shown in Fig-
ure 7. Simulation results presented in Figure 8 lead us tdathe
lowing conclusions.

First, large values perform better in the presence of al[®WGrate,
while smalll values perform better if a significant portion of links
support hop-by-hop retransmission. This observation isistent
with the fact that BMA1 finds the optimal solution in the hop-by-
hop model where all links support hop-by-hop retransmissg&ec-
ond, simulation results demonstrate that 4 does not help BMA.
Depending oV PGrate and MaxLER, 1 = 3 orl = 4 turn out
to be the best choice. Third, by comparing differédtz LER
values, we can see that high link error rates are in favor rgela
values ofl. This further verifies our previous understanding of the
reason why largé values help BMA in the end-to-end retransmis-
sion model: “pessimistic” estimates (i.e., ladgealues) better help
BMA avoid high risk links (i.e., high error rates). Finallgven
with the optimal setting of = 4 and a moderata = 2, BMA still
consumes more energy than BAMER and GAMER by upgdt,
and consumes more energy than DAMER by up2.

Hop-by-hop retransmission consistently helps DAMER. kt,fa
'we have discussed that DAMER is able to find minimum energy
paths in the hop-by-hop retransmission model, and thisrifieg
by the simulation results in Figure 8.

6.3 Effect of network size

As we have discussed in Section 6.1, the more links a packet ha
to go through, the more likely that its delivery may abortahe in-
termediate link. Since a larger network size (i.e., nodeutaijon)
leads to longer paths, the risk of delivery abortion will gpwith
network size. Accordingly, BMA needs to be more “pessimisti
on estimating link error rates so that it will further avoidsy links
to improve energy efficiency in the presence of increasedorét
size. We here present an empirical investigation of theetation
between network size aridas well as the effect of network size on
the energy efficiency of DAMER and BMA. For consistency, we
still assume thatv = 2. We conduct extensive simulations for a
number of different values of network sizeandU PGrate. Sim-
ulation results are presented in Figure 9.

As is shown in Figure 9, increased network size requirestarg
values ofl. Meanwhile, increased network size also results in a
lower energy efficiency of BMA. For example, when we have 30
nodes in the network, = 3 is the best performing setting and it
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Normalization is with respect to @MER,

which finds optimal paths. The figures representVfaxLER = 0.1, 0.4, 0.7, respectively.
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Figure 9: Normalized energy efficiency variations with chages in network size. The figures represent 30, 150, 250 nodesspectively.

consumes up t84% more energy than BAMER and GAMER, and
consumes up t@8% more energy than DAMER. When we have
250 nodes| = 5 is generally the best choice, which consumes up
to 60% more energy than BAMER and GAMER, and consumes up
to 35% more energy than DAMER. This fact draws our attention
to an even more challenging problem of BM#ithout a priori
knowledge of network size, how should BMA predeterminepits o
timal setting ofl? As is demonstrated by the simulation results,
inappropriatel values can result in significantly lower energy ef-
ficiency of BMA, while our algorithms do not have this problem
For example, if BMA expects the network size to be 30 while the
actual size is 250, it will consume up to 2.7 times the enemy ¢
sumption of BAMER and GAMER, and consume up to 2.1 times
that of DAMER.

7. CONCLUSIONS

In this paper, we study the problem of minimum energy rout-
ing for reliable one-to-one communication in the preserfdessy
links. Banerjee and Misra [1] solved the problem in the hgp-b
hop retransmission model, where each link is assumed tcosupp
link layer hop-by-hop retransmission and guarantee rieliebliv-
ery. However, link layer retransmission actually canncirgntee
reliable delivery, due to various reasons. In the end-tbfretrans-
mission model where some link in the communication path is un
reliable, we rely on TCP-like transport protocols to irnigiaend-
to-end retransmissions. We first study the pure end-to-emens-
mission model where none of the links guarantees per hoa-reli
bility, and then proceed to study the more general mixednstr
mission model where some links may guarantee reliable efgliv
while the others may not. The BAMER and GAMER algorithms
are designed for computing minimum energy paths in both mod-
els. The hop-by-hop model and the pure end-to-end modetate j
special cases of the mixed model, so BAMER and GAMER can be

used to find minimum energy paths in any network configuration
For implementation in many practical scenarios, we alsp@se

a lightweight distributed routing protocol, DAMER, whiclarc be
used for energy efficient routing in any network configunatas
well. DAMER is able to find minimum energy paths in the hop-by-
hop model, and simulation results demonstrate that DAMER al
effectively improves energy efficiency over the best knowisteng
techniques in the general mixed model. Through extensiaalar
tions, we also carefully examine the effects of a number tf/ak
parameters on the performance of our algorithms as welliasrex
techniques. This empirical study further enhances our nstated-
ing of energy efficient reliable communication in the preseof
lossy links.

Traditionally, multi-path routing have been utilized togrve
throughput or reliability, possibly at the cost of incredi@nergy
consumption. Our another interesting finding is that, in s@ases
multi-path routing may reduce the expected energy consomist
the presence of lossy links. We formally analyze the probdém
finding the minimum energy multi-path routing scheme and/@ro
that it is actually NP-hard. To the best of our knowledges traper
is the first to formally investigate the potential of mul&tp routing
on energy conservation.
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