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Extended Abstract
Non-Interactive Zero-Knowledge (NIZK) Proofs enable a
prover to cryptographically prove, for any polynomial-time
program ? , that ? evaluates to ~ on inputs G while hiding
any combination of inputs and outputs. NIZK proofs pro-
vide an immensely powerful abstraction, but for years were
only practical in bespoke cryptographic protocols. In the
last decade, however, the rise of practical Succinct Non-
interactive Arguments of Knowledge (zkSNARKs) has en-
abled numerous academic and industrial applications [e.g.,
7, 8, 10–13, 15].

E�cient proofs often require a witness that a claim holds.
The process of constructing this witness and verifying the
proof are extremely similar, yet current tools for specifying
zkSNARKs fail to address this inherent duality. They instead
require two separate pieces of code that are written inde-
pendently, often live in separate parts of an application, and
must be kept in sync, leading to maintenance nightmares.
For example, consider data inclusion proofs for Merkle

trees, an authenticated data structure used in numerous pro-
tocols [e.g., 3, 5, 9, 14]. A Merkle tree is a binary tree with
data associated with each leaf. Each node is given a value
by hashing the values of its two children (or the value of
the data for a leaf node). The “root hash” value assigned
to the root serves as an identi�er for the whole tree and
supports e�cient inclusion proofs, among other operations.
To prove inclusion of a value 3 , one can iteratively hash 3

together with the sibling of each node on the path from 3

to the root and then check that the result matches the root
hash. Generating such a proof requires computing the list of
sibling hashes—the witness—and iteratively hashing up the
tree, two very similar operations.
We present a new language feature, a compute_and_prove

block, that binds a new variable representing the witness,
and contains a single piece of code that both computes the
value of the witness and proves the witness is valid. The
block then returns a cryptographic proof object that other
parties in the system can independently verify.

Figure 1 shows how to use this feature to specify a Merkle
inclusion proof where the root hash of the tree is ROOT_HASH ,
the hash of the data is LEAF_HASH , and the leaf node containing
that data is LEAF . The code loops over each level of the tree,
going left or right as speci�ed by PATH—the path speci�ed
leaf-to-root. Line 12 places the value of the current node’s
sibling in sib_hashes , computing the current level of the
witness. Lines 14–16 use that value and the running hash
to compute the next value. Finally, line 19 checks that the

1 proof pf = compute_and_prove(witness sib_hashes) {

2 // Initialize hashes and current node to leaves

3 value = LEAF_HASH;

4 next_node = LEAF;

5 for(i = 0; i < depth; i++) {

6 // Update the next node

7 next_node = next_node.parent;

8 // Get the current node's sibling

9 sibling = (PATH[i] == LEFT ? next_node.right

10 : next_node.left);

11 // Set sibling hash (witness computation)

12 sib_hashes[i] = sibling.hash_value;

13 // Update the hash value (witness use)

14 value = (PATH[i] == LEFT

15 ? hash(value, sib_hashes[i])

16 : hash(sib_hashes[i], value));

17 }

18 // Verify root hash matches what is expected

19 assert value == ROOT_HASH;

20 }

Figure 1. Merkle Proof Combined Code

computed root hash matches the original root hash. Instead
of two separate code pieces, this block contains a single
loop (lines 5–17), reusing structural elements, and clearly
connects the de�nition of the witness (line 12) to its use
(lines 14–16).

To connect to existing tools for compiling zkSNARKs [2,
4, 6], compute_and_prove blocks compile to a lower-level lan-
guage with prove and verify primitives, representing basic
cryptographic operations of NIZK proofs. A prove statement
creates a cryptographic proof object proving that some ex-
pression evaluates to true on the supplied inputs—including
any witnesses that must be computed separately—while hid-
ing a subset of those inputs, and verify checks the validity of
that object.1 A compute_and_prove statement represents both
constructing the witnesses and the proof together.

Projecting Combined Code. Performing the computation
requires determiningwhich parts of the code belong towhich
operation. We support this separation by adding a label ℓ
to the type of each variable inside a compute_and_prove block,
indicating which operations utilize them. The possible labels,
C, P, and CP, encompass the possible options: computation,
proof, or both, respectively.

1The verify construct must already be available to verify the results of
compute_and_prove blocks.
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To separate a compute_and_prove block into its correspond-
ing pieces, we de�ne a projection operation È·Éℓ that extracts
the code for witness computation or proof generation, for
ℓ = C and ℓ = P, respectively. Projection uses the type la-
bels to determine which expressions to project in each case,
including CP expressions in both. The full translation for a
compute_and_prove block with expression 4 �rst de�nes the
witness variables, then runs È4ÉC to assign these witnesses,
and �nally uses a prove statement over È4ÉP to construct the
output proof.

To simplify de�ning and referencing them, the C-projection
encodes witness variables as mutable references. However,
other parties must be able to execute the proof code to ver-
ify a proof, so it cannot directly use mutable references it
does not create. We therefore project a witness variable G
di�erently in the two projections.

ÈGÉℓ =
{
deref (G) if ℓ = C

G if ℓ = P

To di�erentiate assignment to witness from assignment to
other references, we introduce a new syntactic form G ← 4 .
The type system requires G to be a witness variable and 4

to be available in the witness computation. The expression
then projects as follows.

ÈG ← 4Éℓ =
{
G := È4ÉC if ℓ = C

() if ℓ = P

That is, in witness computation it becomes an assignment,
while in proof generation it disappears entirely because it is
not part of that operation.
Other expressions are not inherently limited to one of

witness computation and proof generation. Projection thus
relies on the type labels of variables to determine whether
to project an expression to the speci�ed part of the computa-
tion. An included expression projects to the same operation,
with recursively projected subterms. An excluded expression
projects to unit.

Semantics. The compilation process using projection as de-
scribed above gives compute_and_prove blocks a semantics by
translation to a lower-level language using the prove oper-
ation. This semantics precisely describes how a compiler
should behave on our new language construct, but it per-
forms a highly non-local transformation on the body of
compute_and_prove blocks, making it extremely di�cult for
programmers to reason about. To make reasoning about the
source code directly simpler, we also include a second seman-
tics that directly describes the execution of the combined
program.

Because this second semantics is meant to simplify reason-
ing, it is critical that it behave identically to the projection-
based semantics of a compiler. Our ongoing work therefore
aims to prove the following powerful adequacy theorem.
Here we write 4 → 4′ to denote operational semantic steps

in the low-level language, 4 � 4′ for steps in the combined
language without �rst compiling, and FÈ4É to denote the
full compilation described above, using both projections.

Theorem 1 (Projection Preserves Semantics (Adequacy)).
Suppose that Γ ` compute_and_prove(F :g){4} : proof . Then for
any store f ,

〈F Ècompute_and_prove(F :g){4}É | f〉 →∗ 〈E | f ′〉
m

〈compute_and_prove(F :g){4} | f〉 �∗ 〈E | f ′〉

While this theorem says the source and compiled pro-
grams produce identical results, we also aim to prove that
the visible impacts of the computation itself are the same,
meaning the programs are deeply identical. To formulate
that statement, we look to language of robust compilation,
and demand that FÈ·É satisfy Robust Relational Hyperprop-
erty Preservation, the strongest correctness condition in the
robust compilation hierarchy [1].

A major challenge we are still addressing is how to prove
these theorems. First note that our compiler-based seman-
tics places all witness assignments in the computation phase,
while some uses will remain in the proof phase, which exe-
cutes later. The in-order semantics of the surface language
will necessarily behave di�erently if the proof code refer-
ences a witness before it is later (re)assigned. We therefore
restrict how code can interleave witness assignments and
references. Speci�cally, our type system tracks both and re-
quires that each witness variable is assigned before it is used,
and never after.

Even with this added restriction, proving Theorem 1 will
not be easy. Adequacy theorems are typically proven using a
lock-step bisimulation argument. That is, for each step taken
in one semantics, there is one or more corresponding steps in
the other. The structure of our FÈ·É compilation makes such
an argument impossible; the witness computation code exe-
cutes in its entirety before the proof generation code begins.
As these theorems are critical to proving the validity of our
dual-semantics, we are currently investigating alternative
proof strategies.
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