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Why are distributed systems
different than single

machine
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Failure
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Performance
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NFS outline

Basics
open read write close

Protocol
From protocol

FS API

Idempotency Failure handling

client caching

Architecture

FsaÉÉ
setsApp

disks

OS Os

client server

machine Eq machine



Why client server FS

Sharing
Admin lease of backup etc

client

NFS approach retry
on any problem

Protocol

volume inode generation
Let
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inode reused

Now protocol key idea is statelesnes
into needed to complete request

is in message



Protocol examples

read file handle offset size

write file handle data offset size

parent

lookup file handle name

create
parent
file handle name

getattr file handle

II.mn t intre.fatefd

open
la b txt O RDONLY

read fd buffer size

what protocol requests

assume we have roof file handle

directory



lookup root th a

returns a's file handle ath

lookup ath b txt

returns b txt file handle btn

read read bth offset size

returns data

BREAKBREAKO
Failure handling
network packet loss

request
I lostDC

S



2 C

s
operation
completed

reply
lost

server
3 C

X down

Uniform approach

timeout wait to see if you
get reply

if no reply retry



Relies on property idempote

operation is idempotent iff

doing it N times is equivalent

to doing it once

protocol examples
read write are idempotent

but not all e.g
create delete

how long to wait

some factor longer
than

expected time of reply
also remember to back off

avoid flooding server

improve availability by making
seterreboot quickly



Cachingalient
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client server

Two problems
staleness

visibility
a Staleness
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Visibility C2 1

A updated

D Dai now a

doesn't seeIi
verify

How to solve

Visibility flushonclose
Censure we see updates

after file is closed

staleness
check every

so often it

cached copy has changed
before using it


