Library Express

3/28/00

Reauestor ID |
37476385950

E.L b;am,Exnressi |

10311

Email |
remzi@cs.wisc.edu

Reauest

Roger M. Needham and Michael D. Schroeder

[0 Using Encryption for Authentication in Large Networks of

[J Computers

1 Communications of the ACM 21(12), December 1978, pp.993-998.

Notice warning concerning copyright restrictions: The Copyright Law of the United States (Title 17, United
States Code) governs the making of photocopies or other reproductions of copyrighted material. Under
certain conditions specified in the law, libraries and archives are authorized to furnish a photocopy or
other reproduction. One of these specified conditions is that the photocopy or reproduction is not to be
"used for any purpose other than private study, scholarship, or research." If a user makes a request for,
or later uses, a photocopy or reproduction for purposes in excess of "fair use,” that user may be liable for
copyright infringement. This institution reserves the right to refuse to accept & copying order if, in its
judgement, fulfillment of the order would involve violation of copyright law.

Upon receipt of this electronic reproduction of the publication you have
requested, we ask that you comply with copyright law by not systematically
reproducing it, or in any way distributing or making available multiple copies
of it.

ISSN/ISBN/OCLC D Copyright Updated:

Number of pages $ Notified:

S
AS 66§ C




suopesunwwoo [



—_—

December 1978
Volume 21
Number 12

A Publication of the
Association for
Computing Machinery

communications
of
the acm

Operating Systems

Programming Techniques

Management Applications

Computer Architecture
and Systems

Corrigendum

Programming Languages

The cover design was
prompted by the paper
"Optimizing Decision Trees
Through Heuristically Guided
Search,” page 1025.

993

999

1004

1008

1016

1025

1040

1048

1048

1064

991

992

1076
1077

1085

1086
1088
1090

1091

1092
1096
1099

Contributions

Using Encryption for Authentication in Large Networks of Computers
Roger M. Needham and Michael D. Schroeder

A Linear Sieve Algorithm for Finding Prime Numbers
David Gries and Jayadev Misra

The Selection of Optimal Tab Settings

James L. Peterson, James R. Bitner, and John H. Howard

A Strategic Planning Methodology for the Computing Effortin
Higher Education: An Empirical Evaluation
James C. Wetherbe and V. Thomas Dock

Detection of Logical Errors in Decision Table Programs
M. Ibramsha and V. Rajaraman

Optimization Decision Trees Through Heuristically Guided Search
Alberto Martelli and Ugo Montanari

Reverse Path Forwarding of Broadcast Packets
Yogen K. Dalal and Robert M. Metcalfe

An Exercise in Proving Parallel Programs Correct
David Gries

Abstract Data Types and Software Validation
John V. Guttag, Ellis Horowitz, and David R. Musser

An Example of Hierarchical Design and Proof
Jay M. Spitzen, Karl N. Leavitt, and Lawrence Robinson

Departments

ACM President’s Letter
“Wouldn’t You Rather Live in a World Where People Cared”

Calendar of Events
In its entirety

1978 Index by Subject to Algorithms

Index to Communications of the ACM
Volume 21, 1978

Technical Correspondence
Natural Language Question Answering Systems

Calls for Papers
Professional Activities

ACM News
PD Seminars; New Committee Chairmen; SIGGRAPH, SIGMAP Elections;
SIG Board Appointment; New Chapters

Report on a Meeting
First ACM Symposium on Small Systems, New York City, August 2-3, 1978

Industry and World News
The ACM Referees

ACM Reference Guide
Special Interest Groups and Chairmen



communications of the acm

Editor-in-Chief

Robert L. Ashenhurst

The Research Institute
The University of Chicago
Chicago, IL 60637

312 753-8762

Associate Editor

Henry F. Ledgard

Computer and Information Science
University of Massachusetts
Amherst, MA 01002

413 545-2744

Technical Department Editors

Artificial Intelligence and
Language Processing

Christine A. Montgomery
Operating Systems, Inc.

21031 Ventura Bivd., Suite 1200
Woodland Hiils, CA 91364

213 887-4950

Computer Architecture and Systems
John P. Hayes

Department of Electrical Engineering
University of Southern California

Los Angeles, CA 90007

213 741-5508

Graphics and Image Processing
James D. Foley

Department of Electrical Engineering
and Computer Science

George Washington University
Washington, DC 20052

202 676-4952

Management Applications
Howard L. Morgan

Department of Decision Sciences
The Wharton School

University of Pennsylvania
Philadelphia, PA 19174

215 243-7731

Management Science/Operations Research
David F. Shanno

M1S, College of Business

and Public Administration

University of Arizona

Tucson, AZ 85721

602 884-3116

Operating Systems

R. Stockton Gaines

The Rand Corporation
1700 Main Street

Santa Monica, CA 90406
213 393-0411

Executive Editor

Mark S. Mandelbaum

ACM, 1133 Avenue of the Americas
New York, NY 10036

212 265-6300

Associate Editor

Michael Marcotty

Computer Science Department
General Motors Research Labs.
Warren, M| 48080

313 575-3179

Programming Languages
J.J. Horning

Palo Alto Research Center
Xerox Corporation

3333 Coyote Hiil Road
Palo Alto, CA 94304

415 494-4420

Programming Techniques

Susan L. Graham

Computer Science Division—EECS
University of California, Berkeley
Berkeley, CA 94720

415 642-2059

Ronald L. Rivest

Room NE43-804

Laboratory for Computer Science
MIT

545 Technology Square
Cambridge, MA 02139

617 253-5880

Scientific Applications

F.N. Fritsch

Mathematics and Statistics Section
Lawrence Livermore Laboratory
P.0. Box 808 (L-300)

Livermore, CA 94550

415 422-4275

Social Impacts of Computing
Rob Kling

Department of Information and
Computer Science

University of California, trvine
Irvine, CA 92717

714 833-5955

Technical material intended for publication and
communications on editorial matters should be
sent in triplicate to the Editor-in-Chief, or to the
Editor of the appropriate technical department.
Papers on any subject relevant to the ACM’s pur-
poses will be considered. Information for authors
on format and style appears in the February 1978
issue, including the Computing Reviews cate-
gories list.

News items and meeting and calendar information
should be addressed to: News Editor, Communi-
cations of the ACM, 1133 Avenue of the Americas,
New York, NY 10036. Closing date is the 3rd of
the month preceding the month of publication.

Letters of interest to Communications readers may
be sent to the Editor-in-Chief (at the Chicago
address shown on this page). Correspondence
intended to be considered for ACM Forum should
so state and be typed double-spaced, as should
Technical Correspondence.

Advertising (display and classified) The Williams
& Wilkins Co., 428 East Preston St., Baltimore,
MD 21202; 301 528-4283.

Published monthly at Mt. Royal & Guilford Aves.,
Baltimore, MD 21202, by the Association for Com-
puting Machinery, Inc. Second class postage paid
at New York, NY 10001, and other mailing offices.

Subscriptions to Communications: ACM member
subscriptions are included in the annual dues of
$35 (students $11); the nonmember annual sub-
scription rate is $42. Single copies are (except
July 1972, $7 1o ali}: members $2.50 and nonmem-
bers $5. Microfilm editions through 1973 can be
purchased from Microfilm Dept., Publishing Ser-
vices Div., Waverly Press, 428 East Preston Street,
Baltimore, MD 21202. Microfiche editions through
1973 can be purchased from Johnson Associates,
Box 1017, Greenwich, CT 06830.

In addition to Communications, ACM publiishes the
quarterties Journal of the Association for Comput-
ing Machinery, Computing Surveys, ACM Trans-
actions on Mathematical Software, ACM Trans-
actions on Database Systems, the monthly Com-
puting Reviews, and the annual ACM Guide to
Computing Literature. For rates, see ACM Publica-
tions Catalog available upon request.

Copyright © 1978 by the Association for Comput-
ing Machinery, Inc. Copying without fee is per-
mitted provided that the copies are not made or
distributed for direct commercial advantage and
credit to the source is given. Abstracting with
credit is permitted. For other copying of articles
that carry a code at the bottom of the tirst page,
copying is permitted provided that the per-copy
fee indicated in the code is paid through the
Copyright Clearance Center, P.O. Box 765, Sche-
nectady, NY 12301. For permission to repubiish
write to: Director of Publications, Association for
Computing Machinery. To copy otherwise, or re-
publish, requires a fee and/or specific permission.

Editorial Staff at Headquarters
Jane Carlton, Administrative Assistant
Rosalie Steier, Assistant Editor
Florence Greenstein, Assistant Editor

association for computing machinery

Council
Daniel D. McCracken, President
Peter J. Denning, Vice-President
David H. Brandin, Secretary
Aaron Finerman, Treasurer
M. Stuart Lynn, Chairman, Publications Board
Michael A. Harrison, Chairman, SiG Board
Herbert R.J. Grosch, Past President
Members-at-Large
Robert L. Ashenhurst (1978-82)
Anita Cochran (1976-80)
Portia Isaacson (1978-82)
Raymond E. Miller (1976-80)
Susan Nycum (1976-80})
Jeffrey D. Ullman (1978-82)
Regional Representatives
Fred N. Brand, Pacific Region (1978-81)
William W. Cotterman, Southeast Region (1977-80)
Thomas A. D'Auria, Greater NewYork Region
(1976-79)
wiltiam C. Healy Jr., Mountain Region (1977-80)
Robert R. Korfhage, So. Central Region {1978-81)
Joseph A. Leubitz, No. Central Region {1978-81)
Herbert Maisel, Capital Region (1977-80)
Howard L. Morgan, Allegheny Region (1976-79)
Monroe M. Newborn, Northeast Region (1978-81)
Robert D. Parslow, Europe Region (1977-80)
Evelyn A. Swan, So. California Region (1976-79)
Marshall C. Yovits, East Central Region (1976-79)

Executive Director
Sidney Weinstein

Executive Secretary
trene Hollister

Reference Guides to the organization of ACM

appear in Communications annually and

information is avaifable from Headquarters:

ACM Boards, Committees, Chairmen, and
Representatives to Other Organizations
(October 1978)

ACM Chapters and Chairmen (November 1978)

ACM Student Chapters and Chairmen
(January 1978)

ACM Special Interest Groups and Chairmen
(December 1978)

Publications Board

M. Stuart Lynn, Chairman
Robert L. Ashenhurst
George G. Dodd

John Gosden

Raymond E. Milter
Christine A. Montgomery
John R. Rice

Editorial Committee
Robert L. Ashenhurst, Chairman;
Editor-in-Chief, Communications of the ACM;
Edward G. Coffman Jr., Editor-in-Chiet, Journal of
the Association tor Computing Machinery
Peter J. Denning, Editor-in-Chief,
Computing Surveys
Patrick C. Fischer, Editor-in-Chief,
ACM Special Publications; Liaison for
Proceedings Volumes
David K. Hsiao, Editor-in-Chief,
ACM Transactions on Database Systems
Peter Zilahy Ingerman, Editor-in-Chief,
Computing Reviews and ACM Guide to
Computing Literature
Webb Miller, Algorithms Editor,
ACM Transactions on Mathematical Software
John R. Rice, Editor-in-Chief, -
ACM Transactions on Mathematical Software
Robert A. Short, IEEE-CS Liaison
Thomas A. Standish, Editor,
ACM Monograph Series

Director of Publications
Alan Corneretto

Executive Editors
Mark S. Mandelbaum .
Communications, Journal, Transactions

Arthur R. Blum
Computing Reviews, Computing Surveys,
ACM Guide to Computing Literature

ACM Headquarters Office
1133 Avenue of the Americas
New York, NY 10036

212 265-6300

Purposes

Founded in 1947 as the society of the computing
community, the Association for Computing Ma-
chinery is dedicated to the deveiopment of infor-
mation processing as a discipline, and to the
responsible use of computers in an increasing
diversity of applications.

The purposes of the Association are:

(1) To advance the sciences and arts of informa-
tion processing, including, but not restricted to,
the study, design, development, construction and
application of modern machinery, computing tech-
niques, and appropriate languages for general in-
formation processing, for scientific computation,
for the recognition, storage, retrieval, and proc-
essing of data of all kinds and for the automatic
control and simulation of processes.

(2) To promote the free interchange of information
about the sciences and arts of information proc-
essing both among specialists and among the pub-
fic in the best scientific and professional tradition.
(3) To develop and maintain the integrity and
competence of individuals engaged in the prac-
tices of the sciences and arts of information
processing.

Notices of address chang and requests for
membership applications and subscription infor-
mation should be addressed to Association for
Computing Machinery, 1133 Avenue of the Amer-
icas, New York, NY 10036. Aliow 6 to 8 weeks for
change of name and address or new membership
to become effective. Send old label with new ad-
dress notification. To avoid interruption of ser-
vice, notify your local Post Office before change
of residence; for a fee, the Post Office will for-
ward 2d and 38 class periodicals.

When payment is included with membership ap-
plications, renewal notices, or invoices, please
use the address: Association for Computing Ma-
chinery, P.O. Box 12105, Church Street Station,
New York, NY 10249.

Postmaster: Please send Form 3579 to Commu-
nications of the ACM, 1133 Avenue of the Amer-
icas, New York, NY 10036.

™ —

b = 4




Operating R. Stockton Gaines
Systems Editor

Using Encryption for
Authentication in
Large Networks of
Computers

Roger M. Needham and

Michael D. Schroeder
Xerox Palo Alto Research Center

Use of encryption to achieve authenticated
communication in computer networks is discussed.
Example protocols are presented for the establishment
of authenticated connections, for the management of
authenticated mail, and for signature verification and
document integrity guarantee. Both conventional and
public-key encryption algorithms are considered as the
basis for protocols.

Key Words and Phrases: encryption, security,
authentication, networks, protocols, public-key
cryptosystems, data encryption standard
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Introduction

In the context of secure computer communications,
authentication means verifying the identity of the com-
municating principals to one another. A network in
which a large number of computers communicate may
have no central machine or system that contains author-
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itative descriptions of the connected computers, of the
purposes for which they are used, or of the individuals
who use them. We present protocols for decentralized
authentication in such a network that are integrated with
the allied subject of naming. There is minimal reliance
on network-wide services; in particular there is no reli-
ance on a single network clock or a single network name
management authority.
Three functions are discussed:

(1) Establishment of authenticated interactive com-
munication between two principals on different ma-
chines. By interactive communication we mean a series
of messages in either direction, typically each in response
to a previous one.

(2) Authenticated one-way communication, such as
is found in mail systems, where it is impossible to require
protocol exchanges between the sender and the recipient
while sending an item, since there can be no guarantee
that sender and recipient are simultaneously available.

(3) Signed communication, in which the origin of
a communication and the integrity of the content can be
authenticated to a third party.

Secure communication in physically vulnerable net-
works depends upon encryption of material passed be-
tween machines. We assume that it is feasible for each
computer in the network to encrypt and decrypt material
efficiently with arbitrary keys, and that these keys are
not readily discoverable by exhaustive search or cryptan-
alysis. We consider both conventional encryption algo-
rithms and public-key encryption algorithms as a basis
for the protocols presented.

We assume that an intruder can interpose a computer
in all communication paths, and thus can alter or copy
parts of messages, replay messages, or emit false material.
While this may seem an extreme view, it is the only safe
one when designing authentication protocols.

We also assume that each principal has a secure
environment in which to compute, such as is provided
by a personal computer or would be by a secure shared
operating system. Our viewpoint throughout is to provide
authentication services to principals that choose to com-
municate securely. We have not considered the extra
problems encountered when trying to force all commu-
nication to be performed in a secure fashion or when
trying to prevent communication between particular
principals in order to enforce restrictions on information
flow.

Our protocols should be regarded as examples that
expose the authentication issues in large networks rather
than as fully engineered solutions to the overall security
problems of a particular application. While providing an
adequate solution to the authentication problems speci-
fied and meeting most common security objectives, our
protocols would need elaboration to meet other security
goals such as preventing traffic analysis, withholding all
matching cleartext-ciphertext pairs from an eavesdrop-
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per, and ensuring instantaneous detection of tampering,
and also to maximize efficiency in particular networks.
It is possible to devise other protocols similar to those
presented that also meet the stated objectives.

There is a modest amount of literature on our subject,
and methods have been proposed for several of the
individual functions we describe [1, 3, 5, 6], although no
work is reported that integrates these techniques and
applies them in a decentralized environment, or that
provides functionally equivalent protocols based on both
conventional and public-key encryption.

1. Encryption Algorithms

The important difference between conventional and
public-key encryption algorithms is the way keys are
used. With a conventional encryption algorithm, such as
the NBS Data Encryption Standard [7], the same key is
used for both encryption and decryption. Authentication
depends upon the two participants in a conversation
being the only two principals (apart possibly from trusted
servers) who know the key that is being used to encrypt
the transmitted material. With a public-key encryption
algorithm, a concept originated by Diffie and Hellman
[3], two keys are necessary: one that is used in the
conversion of cleartext to ciphertext, and another that is
used in the conversion of ciphertext to cleartext. Fur-
thermore, knowledge of one key gives no help in finding
the other, and the two keys will act as inverses for each
other. Elegant systems may be devised in which each
principal has one public key and one secret key. Anyone
may encrypt a communication for 4 using his public
key, but only A4 can decrypt the result using his secret
key. Likewise, only 4 can encrypt messages that will
decrypt sensibly with A’s public key. The first example
of a public-key encryption algorithm was devised by
Rivest et al. [9], and others are sure to follow.

2. Authentication Servers

With both kinds of encryption the basis of authenti-
cated communication is a secret key belonging to each
principal using the network, and there is need for an
authoritative source of information about these keys. We
use the term authentication server for a server that can
deliver identifying information computed from a re-
quested principal’s secret key.

Since the main database of an authentication server
is indexed by name, the management of authentication
servers is related to the management of names. In an
extended network it is inexpedient to have a single
central name registration authority, so we suppose that
there are multiple naming authorities, each of which
assigns and cancels names as it wishes. With this orga-
nization, principals have names of the . form
“NamingAuthority.SimpleName.” Associated with each
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naming authority are one or more name lookup servers
and one or more authentication servers.'

A name lookup server is prepared to provide various
network addresses associated with a given SimpleName,
for example, the address of that principal’s mail system
buffer. One or more instances of a master name lookup
server will provide the network addresses of appropriate
name lookup and authentication servers when given a
naming authority’s name. Authentication servers per-
form strikingly similar functions for the two classes of
encryption algorithms; the differences will be brought
out as they arise.

3. Means of Encryption

One significant issue in this area of study is where
the encryption and decryption are done. Branstad [2]
suggests that these actions take place in the network
interface of a computer. It is a requirement of some of
our protocols that the encryption be done elsewhere,
because it is necessary to prepare an encrypted message
without actually sending it yet or to receive an encrypted
message without knowing at the network interface what
the key is. Accordingly we have assumed that any hard-
ware encryption aid is located so one can say

X := encrypt(Y, Key)
and still have X in hand, or say

if (X := decrypt(Y, Keyl)) = nonsense
then X := decrypt(Y, Key2) fi

4. Protocols for Establishing Interactive Connections
Protocol 1. With Conventional Algorithms

If a conventional algorithm is used then each prin-
cipal has a secret key that is known only to itself and to
its authentication server, the contents of which are ac-
cordingly secret. The essential step in setting up secure
communication between 4 and B is for the initiator, say
A, to generate a message with two properties:

(a) It must be comprehensible only to B, i.e. allow only
B to use its contents to identify himself to A.

{b) It must be evident to B that it originated with 4.
The use of encryption to achieve these properties was
first described by Feistel [4] and applied to a network
context by Branstad [1].

' Naming authorities are independent of network topology; they
need have nothing to do with subnetworks or with particular computers
on the network. Multiple identical name lookup servers and authenti-
cation servers for a single naming authority may be used to make sure
that these services are topologically “close™ to those needing to use
them, and to enhance reliability. Our multiple authentication servers
must be carefully distinguished from those proposed by Diffie and
Hellman {3], which perform the quite different function of checking
one another. In that case every user is registered with every authenti-
cator, the aim being to defend against corruption of particular authen-
ticators.
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Assuming for the moment that 4 and B are in the
purview of the same authentication server A4S, we now
outline a protocol. The notation used will be followed
throughout: encryption is indicated by braces that are
superscripted with the key used.

The protocol opens with 4 communicating in clear
to AS his own claimed identity and the identity of the
desired correspondent, B, together with A’s nonce iden-
tifier for this transaction, I4;. (“Nonce” means “used
only once.”) Here the nonce identifier must be different
than others used by A4 in previous messages of the same
type. The first message of the protocol is:

A—-)ASC A,B,IA] (l-l)

Upon receiving message (1.1), AS looks up the secret,
identifying keys of both parties and also computes a new
key CK that will be the key for the conversation if all
goes well.? The next transaction is a rather complicated
message from A4S to A:

AS > A: {Ia1, B, CK, {CK, A}¥P}%4 (1.2)

where KA and KB are A’s and B’s secret, identifying
keys. Because (1.2) is encrypted with A’s secret key, only
A can decrypt it and discover the conversation key CK.
Following decryption, 4 checks for the presence of the
intended recipient’s name, B, and the correct identifier,
14, in order to verify that the message really is a reply

by AS to the current enquiry. Both the name of the

intended recipient and the transaction identifier must
appear in message (1.2). If the recipient’s name is left
out, then an intruder could change that name in message
(1.1), say to X, before AS receives it, with the subsequent
result that 4 would unknowingly communicate with X
instead of B. If the identifier is left out, then an intruder
could substitute a previously recorded message (1.2)
(from AS to A about B) and force A4 to reuse a previous
conversation key.’ 4 remembers CK and sends the part
encrypted with KB to B:

A— B {CK, 4}*B (1.3)

The real B, but no other, will be able to decrypt
message (1.3) and emerge with the conversation key CK,
the same as A has. B also knows the identity of the
intending correspondent, as authenticated by 4S.

It is worth reviewing at this point the state of knowl-
edge of the two parties. 4 now knows that any commu-
nication he receives encrypted with CK must have orig-
inated with B, and also that any communication he emits
with CK encryption will be understood only by B. Both
are known because the only messages containing CK
that have ever been sent are tied to A’s and B’s secret

2 The new key must be unpredictable and should never have been
used before.

2 Also note that messages (1.1) and (1.2) together, and others in
our protocols, make available known plaintext encrypted with a prin-
cipal’s identifying key. If there is concern about cryptanalytic attack
based on known plaintext being used to expose an identifying key,
then an additional temporary key 7K may be used where appropriate
throughout, so that {X}** becomes {TKY ()™

keys. B is in a similar state, mutatis mutandis. It is
important, however, to be sure that no part of the
protocol exchange or ensuing conversation is being re-
played by an intruder from a recording of a previous
conversation between A4 and B. In relationship to this
question the positions of 4 and B differ. 4 is aware that
he has not used the key CK before and therefore has no
reason to fear that material encrypted with it is other
than the legitimate responses from B. B’s position is not
so good; unless he remembers indefinitely keys previ-
ously used by A4 in order to check that CK is new, he is
unclear that the message (1.3) and the subsequent mes-
sages supposedly from A are not being replayed. To
guard against this possibility, B generates a nonce iden-
tifier for the transaction, I, and sends it to 4 under CK:

B A: {1s)¥ (1.4)

expecting a related reply, say one less:

A— B: {Is — 1}<¥ (1.5

If this reply is satisfactorily received, then the mutual
confidence is sufficient to enable substantive communi-
cation, encrypted with CK, to begin.

There are five messages in protocol 1. The number
may be reduced to three by A’s keeping, for regular
interaction partners, a cache of items of the form B: CK,
{CK, A}*B derived from message (1.2), thus eliminating
messages (1.1) and (1.2). Note however that, if such
authenticators are cached, changes are needed to the
protocol. With caching, the same CK is being used again
and again, so the conversation identifier handshakes
need to be two-way, for example, by replacing steps (1.3)
and (1.4) with:

A— B {CK, AY*B, (142} (1.3)

B— A: {Jaz — 1, 15} (1.4)

The change does not increase the number of protocol
messages but does alter the content slightly. In practice,
messages (1.3)-(1.5) would be used to start a two-way
seriation in order to ensure the integrity of the subse-
quent conversation. Methods for ensuring integrity fol-
lowing initial contact have been studied by Kent [5].

Protocol 2. With Public-Key Algorithms

We use key labels such as PKA for 4’s public key
and SKA for his secret one. The exchange opens with A4
consulting the authentication server in the clear to find
B’s public key.

A—AS: AB .1
AS responds with:
AS—> A:  (PKB, ByS%4S .2

where SKAS is the authentication server’s secret key. 4
is presumed to know the AS’s public key, PKAS, which
is used to decrypt the message. 4 must obtain and store
PKAS in a reliable way, so he is sure it is correct. If an
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intruder somehow could provide an arbitrary value that
A thinks is PKAS, then that intruder could impersonate
AS.

The importance of the reciprocity between the public
and secret keys is shown here. Encryption of message
(2.2) is required not to ensure the privacy of the infor-
mation but to ensure its integrity. It is important that 4
should be sure that he is getting PKB rather than the
public key of some miscreant. 4 knows that the name of
the intended recipient, B, was correctly communicated
to AS because that name is returned in message (2.2).

The next step is for the communication with B to be
initiated: '

A B: {Ia, AYTKE 23)

This message, which can only be understood by B,
indicates that someone purporting to be A wishes to
establish communication, and secretly communicates a
nonce identifier, /4, generated by 4. B decrypts the
message with his secret key and then finds PKA4 with
steps similar to (2.1) and (2.2):

B—AS: B A (2.4)

AS— B:  {PK4, A)SK4S (2.5)

Message (2.5) is encrypted for integrity, as was (2.2), not
for secrecy. At this point a double handshake is needed
to authenticate 4 and B to one another and to establish
the time integrity of the conversation. The handshake is
completed as steps (2.6) and (2.7):

{14, 15}7%4 2.6)
{I5)7%® @n

B— A:
A— B:

There are thus seven steps in this protocol as against five
with protocol 1, but four of them (2.1, 2.2, 2.4, and 2.5)
can be done away with by 4 and B both having local
caches of commonly used public keys. The resulting
three protocol steps have very similar purposes to the
three remaining after caching in protocol 1.

Observe that, because public keys are not secret,
double encryption, ie. {{message}***}PXE, or some
equivalent is required during the course of the ensuing
interaction. If the data were simply encrypted with the
public key of the recipient, then anyone else could inject
material into the stream. An equivalent safeguard is to
use an arbitrary number from a large space as the base
for seriation of encryption blocks. This number may be
initialized as I4 or I according to direction. An intruder
would have no way of knowing what was the correct
serial to insert in a forged packet, even if he had counted
previous packets, since he could not know the correct
base. The more bits that are devoted to this redundant
seriation the fewer good data bits we get per unit de-
cryption effort.

5. Multiple Authentication Servers

In the protocols just given we assumed that 4 and B
were clients of the same authentication server. This
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restriction is not necessary, and we now remove it. When
extending the protocols we must bear in mind that, while
an authentication server must be regarded as the final
.authority for its clients, it must be able to have no effect
for good or ill on communication between clients of
other authentication servers. Then our system will not
be upset completely by the conduct of a shoddy authen-
ticator. Of course, outsiders will show circumspection on
a human level in their dealings with a shoddy authenti-
cator’s clients. _

The effects on the protocols of multiple authentica-
tion servers differ somewhat between the two encryption
techniques. Consider first the case of conventional en-
cryption. The requirement is still to produce an item of
the form {CK, A}*® for A4 to use when making his first
approach to B (see step (1.3)). To produce this quantity
both authentication servers (which will be called 4S5S4
and A Sg) are involved, since only 4Sg can produce items
encrypted with KB and only 4S54 can produce items
encrypted with K4. We find two more steps between
(1.1) and (1.2), which constitute an interchange between
the two servers. We suppose that separate measures have
been taken to ensure secure communication between the
servers—for example, their secret keys are held by a
master server, and the regular servers establish secure
links (by protocol 1 already given) whenever they come
into operation. We also presume that names are, where
necessary, always full “NamingAuthority.SimpleName”
names, so that the correct authentication server can be
located. As explained above, the knowledge of a naming
authority’s name leads to the network address of the
associated authentication server.

ASs— ASE: CK, B, A, Ia (L.11)

ASp — ASa: {CK, A}Y*B, I, 4 (1.12)

(141 is transmitted to avoid retention of state in AS4
between messages (1.11) and (1.12).) Following (1.12)
ASa4 is in a position to complete the protocol.

In the public-key case, since no secret keys are moved
around, it is possible for A to approach A4S directly if 4
knows that server’s public key. We assume that A4 already
has this knowledge, though in a strict case of total
ignorance there would be key lookup steps, for example,
correspondence with a master authentication server, be-
fore (2.1). With the knowledge of PKA Sg, A corresponds
directly with 4S5 in steps (2.1) and (2.2). Likewise, with
knowledge of PKA4S4, B corresponds directly with 4S54
in (2.4) and (2.5). '

In both cases caching can be expected to reduce the
number of protocol messages to three.

6. Implementing Authentication Servers

There are differences in the implementation of au-
thentication servers for the two varieties of encryption.
In the conventional case the content of the database,
items of the form 4:KA4, must be kept secret (which could
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be done by encrypting it with the secret, identifying key
of the server). A secure transaction takes place every
time the server is used: at step (1.2) the keys of both
customers must be extracted in order to construct the
message contents. By contrast, in the public-key case the
content of the database need not be secret, and no secure
transaction need take place when the server is used if the
server’s database is set up to contain items of the form
A: {PKA, A}5%4S a5 required at step (2.2). (If the server
contained the public keys directly, there would still be a
secure operation at each use, for the reasons mentioned
in the discussion of step (2.2).) With the public-key
authentication server there still is a requirement for a
secure computation, creating {PKA, A}*4% but only
when a new public key is registered, and this operation
may be done outside the authentication server and the
result added to the database in a nonsecure way. In
practice, however, we suspect that the implementation of
authentication servers would not differ as much as we
have indicated, for reasons such as the need to prevent
corruption of the public-key authentication server’s data,
which could prevent communication even though it will
not lead to faulty authentication.

Note that with both encryption techniques the com-
munications with servers can be done without the for-
malities of establishing what is usually called a “connec-
tion.” The servers need never retain information about
an ongoing transaction from one message to the next, so
that repetition or loss of protocol packets does not matter.
Only at step (1.11) does anything special have to be done
to ensure lack of connection state. If this simplicity were
lost, then the total cost of protocol exchanges would
become higher.

7. One-Way Communication

In a computerized mail system it is impossible to
depend upon interaction between the sender and the
receiver in the course of each delivery. The mail is put
into the hands of a transport mechanism and may be
delivered later when the sender is no longer available.
On the other hand, two-way authentication of sender
and receiver is as desirable for mail as it is for interactive
communication. Good design of a mail system would
suggest that the mail transport mechanism not be part of
the security system, and the proposals here meet that
goal.

With Conventional Algorithms

Consider a message used in a previous protocol:
A— B: {CK, A}*B (1.3)

This message has the property that if it be put at the
head of mail encrypted with CK, then the whole is self-
authenticating both as to recipient and originator even
though B played no part at all in the setting-up protocol.

We assume that the subsequent individual blocks of the
mail are securely seriated in, for example, the manner of
Kent. The very fact of delay, however, causes special
steps to be needed to ensure the time integrity of mail,
i.e. that it has not been recorded by an intruder from an
earlier transmission and repeated. We have avoided
proposing the use of time-stamps elsewhere, because it
presupposes a network-wide reliable source of time. Here
there seems little alternative to the use of time-stamps;
but it is possible to use them here without requiring a
universal clock. A suitable technique is as follows. Each
message has in its body a time-stamp indicating the time
of sending. (Such a time-stamp is a normal part of most
mail anyway.) The resolution needs to be fine enough
that no two messages from the same source will have the
same stamp. Any recipient, say B, maintains a register in
which an entry of the form {source, time-stamp} is stored
for each mail item received. A time interval T is associ-
ated with B. T is taken as an upper bound on clock
asynchrony in the network and the interval between the
time the mail was sent and the time of its arrival within
B’s security control, after which time the mail cannot be
diverted. A mail item is rejected if either its {source,
time-stamp} is on the register or its time-stamp predates
the current time by more than 7. The register is kept
small by discarding entries older than 7. T may vary
dependent on B’s activity if a message may only arrive
in his security control when he is present.

With Public-Key Algorithms

The means of ensuring time integrity are identical in
this case and will not be repeated. We have two alter-
native courses. With the first a header is sent that iden-
tifies 4 to B without using a handshake:

A— B {4, 1 {B}S*4)PR2

Here A denotes the sender and {B}*** enables au-
thentication by B of the identity of the sender using
protocol transactions as at (2.4) and (2.5) (which may of
course be short-cut by caching). I is a nonce identifier
that is used to connect the header with the ensuing
message text sent under the protection of PKB, with a
time-stamp as above and with a secure seriation as
discussed earlier. The connection between header and
message provided explicitly by I in this protocol is
provided implicitly by CK in the case of a conventional
encryption algorithm.

The other way to handle mail using the public-key
system achieves the additional function of signature and
is described in the next section.

8. Digital Signatures

The previous protocols are designed to authenticate
each communicant to the other. It is sometimes necessary
to provide evidence to a third party that a particular
communication is exactly as received from a particular
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sender. This requirement is met by signatures on paper
documents. A common example is instructions from a
superior to do something; the recipient needs to retain
them as evidence that his actions were proper. To pro-
duce the analog of signed documents with messages, it is
necessary that the recipient could not alter a signed text
undetected and that the sender cannot credibly disclaim
it. The ability to provide digital signatures depends upon
there being something the originator can do which the
recipient cannot.

Protocol 3. Signatures with Conventional Encryption
and a Little Help.

One method uses a characteristic function of the cleartext
message that is to be signed. The characteristic function
must have the property that, given the cleartext message,
the function, and the resulting characteristic value, it is
hard to find another semsible cleartext message that
produces the same characteristic value. It also is useful
if the characteristic value is noticeably smaller than the
cleartext message. Hard-to-invert transformations of the
sort used to protect passwords [8] is a class of functions
with the required properties.

While sending the text, say using the interactive or
mail protocols described earlier, 4 computes the char-
acteristic value CS. He then requests a signature block
from the authentication server:

A— AS: A, {CS}*A 3.1

which the server supplies:

AS — A: {4, CSY¥4S (3.2)

Message 3.2 is encrypted with 4S’s key and therefore
is accessible only to AS. Note that 4 cannot validate the
message, but if it has been interfered with, then B
subsequently will be unable to validate the signature,
which he likely will do anyway before acting on the
message if it contains instructions worthy of signature. 4
sends the signature block to B following the text to be
signed.

On receipt B first decrypts the text and computes its
characteristic value, CSC. B then communicates the
signature block to the authentication server for decryp-
tion:

B— AS: B, {4, CS}¥4S 3.3)

The server decrypts the signature block and returns its
contents to B:

AS— B: {4, CS)*? (3.4)

If the returned CS matches CSC, then the principal
named in (3.4) is the sender of the signed text. CSC not
matching CS could mean that any of the steps (3.1)—(3.3),
or the association of the signature block with the signed
text, has been interfered with. Earlier detection of certain
types of interference is possible by using nonce identifiers
in transactions (3.1)-(3.2) and (3.3)-(3.4). If B wishes to
retain the text as evidence, all he has to do is to retain
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the signature block and the text itself. In response to a
challenge B would produce the text and the signature
block for an arbiter who would go through the commu-
nication of steps (3.3) and (3.4).

The extension of protocol 3 to the case of multiple
authentication servers is straightforward.

Signatures with Public-Key Encryption

It is possible to provide signed text with a public-key
system using a characteristic function as above. The
public key system, however, provides another, more
elegant, method that was first described by Diffie and
Hellman. The first steps are for 4 to find out B’s public
key from cache or server, as before. The successive blocks
of text, seriated for time integrity, are doubly encrypted:

A— B: {{text-block)}5¥A} Pk

B can carry out the first decryption because of knowing
SKB, and the second because of being able to find out
PKA by protocol exchange or from a cache. There is a
need for header information to convey securely the
identity of the originator so that PKA can be correctly
sought. B is in no position to alter the content, since SKA
is not available to him. When challenged, B simply
performs the outer decryption on the whole text and
passes the result to the arbiter who can use PKA to finish
the job. Note that the ability of an arbiter to perform his
function seems to depend on A not changing his key
pair. Since such changes must be allowed as the only
response to a key being compromised, it is necessary for
the authentication server to retain a record of the old
public keys of its principals and the time of the change,
and for signed texts to contain the time that they were
signed. An advantage of the signature protocol for con-
ventional encryption algorithms is that an authentication
server only need retain a record of changes to its own
key to guarantee correct future arbitration.

9. Commentary

We conclude from this study that protocols using
public-key cryptosystems and using conventional en-
cryption algorithms are strikingly similar. The number
of protocol messages exchanged is very comparable, the
public-key system having a noticeable advantage only in
the case of signed communications. As in many network
applications of computers, caching is important to reduce
transactions with lookup servers; this is particularly so
with the public-key system. In that system we noticed
also that there was a requirement for encryption of public
data (the authentication server’s database) in order to
ensure its integrity. A consequence of the similarity of
protocols is that any helpful tricks for the conventional
system have analogs in the public-key system, though
they may not be needed. Because of this, there may be
scope for hybrid systems in which a public-key method
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