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Abstract: Scalable overlay networks such as Chord,
Pastry, and Tapestry have recently emerged as flexible
infrastructure for building large peer-to-peer systems. In
practice, such systems have two disadvantages. They
provide no control over where data is stored and no guar-
antee that routing paths remain within an administrative
domain whenever possible. SkipNet is a scalable over-
lay network that provides controlled data placement and
guaranteed routing locality by organizing data primar-
ily by string names. SkipNet allows for both fine-grained
and coarse-grained control over data placement: Con-
tent can be placed either on a pre-determined node or
distributed uniformly across the nodes of a hierarchi-
cal naming subtree. An additional useful consequence
of kipNet's locality propertiesis that partition failures,
in which an entire organization disconnects from the
rest of the system, can result in two digjoint, but well-
connected overlay networks. Furthermore, SkipNet can
efficiently re-merge these disjoint networ ks when the par-
tition heals.

1 Introduction

Scalable overlay networks, such as Chord [30],
CAN [25], Pastry [27], and Tapestry [36], have re-
cently emerged as flexible infrastructure for build-
ing large peer-to-peer systems. A key function that
these networks enable is a distributed hash table
(DHT), which alows data to be uniformly diffused
over al the participants in the peer-to-peer system.
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While DHTs provide nice load balancing proper-
ties, they do so at the price of controlling where data
is stored. This has at least two disadvantages: data
may be stored far from itsusersand it may be stored
outside the administrative domain to which it be-
longs. This paper introduces SkipNet, a distributed
generalization of Skip Lists [23], adapted and en-
hanced to meet the goals of peer-to-peer systems.
SkipNet is a scalable overlay network that supports
traditional overlay functionality and possesses two
locality properties that we refer to as content local-
ity and path locality.

Content locality refers to the ability to either ex-
plicitly place data on specific overlay nodes or dis-
tribute it across nodes within a given organization.
Path locality refers to the ability to guarantee that
message traffic between two overlay nodes within
the same organization is routed within that organi-
zation only.

Content and path locality provide a number of
advantages for data retrieval, including improved
availability, performance, manageability, and secu-
rity. For example, nodes can store important data
within their organization (content locality) and the
nodes will be able to reach their data through the
overlay network even if the organization has dis-
connected from the rest of the Internet (path local-
ity). Storing data near the clients that use it yields
performance benefits. Placing content onto a spe-
cific overlay node also enables provisioning of that
node to reflect demand. Content placement also
allows administrative control over issues such as
scheduling maintenance for machines storing im-
portant data, thus improving manageability.

Content locality provides security guaranteesthat
are unavailable in DHTs. Many organizations trust
nodes within the organization more than nodes out-



side the organization. Even when encrypted and
digitaly signed, data stored on an arbitrary overlay
node outside the organization is susceptible to de-
nial of service (DoS) attacks as well as traffic anal-
ysis. Although other techniques for improving the
resiliency of DHTsto DoS attacks exist [3], content
locality is asimple, zero-overhead technique.

Once content locality has been achieved, path lo-
cality is a naturally desirable second property. Al-
though some overlay designs [4] are likely to keep
routing messages within an organization most of
the time, none guarantee path locality. For ex-
ample, without such a guarantee the route from
explorer.ford.com to mustang.ford.com could pass
through camaro.gm.com, a scenario that people at
ford.com might prefer to prevent. With path local-
ity, nodes requesting data within their organization
traverse a path that never leaves the organization.
This example aso illustrates that path locality can
be desirable even in a scenario where no content is
being placed on nodes.

Controlling content placement isin direct tension
with the goal of a DHT, which is to uniformly dis-
tribute data across a system in an automated fashion.
A generalization that combines these two notionsis
constrained load balancing, in which data is uni-
formly distributed across a well-defined subset of
the nodes in a system, such as al nodes in a sin-
gle organization, all nodes residing within a given
building, or al nodes residing within one or more
data centers. SkipNet supports constrained load bal-
ancing.

A useful consequence of SkipNet'slocality prop-
ertiesisresiliency against common Internet failures.
As discussed in the context of content and path lo-
cality, the SkipNet segment comprising a single or-
ganization survives failures that disconnect the or-
ganization from the rest of the Internet. Further-
more, the organization’'s SkipNet segment can be ef-
ficiently re-merged with the external SkipNet when
connectivity isrestored. In the case of uncorrelated,
independent failures, SkipNet has similar resiliency
to previous overlay networks[30].

The basic SkipNet design, not including its en-
hancements to support constrained load balancing,
network proximity-aware routing, reduced overhead
for virtual nodes, or merge agorithms, has been
concurrently and independently invented by Aspnes

and Shah [1]. Asdescribed in Section 2, their work
has a substantially different focus than our work
and the two efforts are complementary to each other
while still starting from the same underlying inspi-
ration.

The rest of this paper is organized as follows:
Section 2 describes related work, Section 3 de-
scribes SkipNet's basic design, Section 4 discusses
SkipNet'slocality properties, Section 5 presents en-
hancements to the basic design, Section 6 presents
the ring merge algorithms, Section 7 discusses de-
sign alternatives to SkipNet, Section 8 presents a
theoretical analysis of SkipNet, Section 9 presents
an experimental evaluation, and Section 10 con-
cludes the paper.

2 Reated Work

A large number of peer-to-peer overlay net-
work designs have been proposed recently, such as
CAN [25], Chord [30], Freenet [6], Gnutella [11],
Kademlia [20], Pastry [27], Tapestry [36], and
Viceroy [19]. SkipNet is designed to provide the
same functionality as existing peer-to-peer over-
lay networks, and additionally to provide improved
content availability through explicit control over
content placement.

The key feature of systems such as CAN, Chord,
Pastry, and Tapestry isthat they afford scalable rout-
ing paths while maintaining a scalable amount of
routing state at each node. By scalable routing
path we mean that the expected number of forward-
ing hops between any two communicating nodes is
small with respect to the total number of nodes in
the system. Chord, Pastry, and Tapestry scale with
log N, where N isthe system size, while maintain-
ing log N routing state at each overlay node. CAN
scaleswith D - N'/P where D is adimensionality
factor with a typical value of 6, while maintaining
an amount of per-node routing state proportional to
D.

A second key feature of these systemsisthat they
are able to route to destination addresses that do
not equal the address of any existing node. Each
message is routed to the node whose address is
‘closest’ to that specified in the destination field
of a message; we interchangeably use the terms
‘route’ and ‘search’ to mean routing to the clos-



est node to the specified destination. This feature
enables implementation of a distributed hash table
(DHT) [12], in which content is stored at an over-
lay node whose node ID is closest to the result of
applying a collision-resistant hash function to that
content’s name (i.e. consistent hashing [15]).
Distributed hash tables have been used, for in-
stance, in constructing the PAST [28] and CFS [§]
distributed filesystems, the Overlook [33] scalable
name service, the Squirrel [13] cooperative web
cache, and scalable application-level multicast [5,
29, 26]. For most of these systems, if not all of
them, the overlay network on which they were de-
signed can easily be substituted with SkipNet.
SkipNet has a fundamental philosophical differ-
ence from existing overlay networks, such as Chord
and Pastry, whose goal isto implement aDHT. The
basic philosophy of systems like Chord and Pastry
is to diffuse content randomly throughout an over-
lay in order to obtain uniform, load-balanced, peer-
to-peer behavior. The basic philosophy of Skip-
Net is to enable systems to preserve useful content
and path locality, while still enabling load balancing
over constrained subsets of participating nodes.
This paper is not the first to observe that local-
ity properties are important in peer-to-peer systems.
Keleher et al. [16] make two main points: DHTsde-
stroy locality, and locality isagood thing. Vahdat et
al. [34] raises the locality issue as well. SkipNet
addresses this problem directly: By using names
rather than hashed identifiers to order nodes in the
overlay, natural locality based on the names of ob-
jects is preserved. Furthermore, by arranging con-
tent in name order rather than dispersing it, opera-
tions on ranges of names are possible in SkipNet.
Aspnes and Shah have independently invented
the same basic data structure that defines a Skip-
Net [1]. Beyond that, they investigate questions that
are mostly orthogonal to those addressed in this pa-
per. In particular, they describe and analyze dif-
ferent search and insertion algorithms and they fo-
cus on formal characterization of Skip Graph in-
variants. In contrast, our work is focused primar-
ily on the content and path locality properties of
the design, and we describe several extensions that
are important in building a practical system: net-
work proximity-aware routing is obtained by means
of two auxiliary routing tables; constrained load
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Figure 2. A probabilistic Skip List.
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balancing is supported through a combination of
searches in both the string name and numeric ad-
dress spaces; efficient algorithms are used to re-
merge digoint SkipNet segments that result from
network partitions; and multiple virtual nodes can
be hosted on a single physical node with substan-
tially less overhead than the schemes described in
previous work.

3 Basic SkipNet Structure

In this section, we introduce the basic design of
SkipNet. We present the SkipNet architecture, in-
cluding how to route in SkipNet, and how to join
and leave a SkipNet.

3.1 Analogy to Skip Lists

A Skip List, first described in Pugh [23], isadic-
tionary data structure typically stored in-memory. A
Skip List isasorted linked list in which some nodes
are supplemented with pointers that skip over many
list elements. A “perfect” Skip Listisonewherethe
height of the i** node is the exponent of the largest
power-of-two that divides 7. Figure 1 depicts a per-
fect Skip List. Note that pointers at level h have
length 2" (i.e. they traverse 2" nodes in the list).
A perfect Skip List supports searchesin O(log N)
time.

Because it is prohibitively expensive to perform
insertions and deletions in a perfect Skip List, Pugh
suggests a probabilistic scheme for determining
node heights while maintaining O (log V') searches
with high probability. Briefly, each node chooses a
height such that the probability of choosing height
h is 1/2". Thus, with probability 1/2 a node has
height 1, with probability 1/4 it has height 2, and so
forth. Figure 2 depicts a probabilistic Skip List.



Whereas Skip Lists are an in-memory data struc-
ture that is traversed from its head node, we desire
a data structure that links together distributed com-
puter nodes and supports traversals that may start
from any node in the system. Furthermore, because
peers should have uniform roles and responsibili-
tiesin a peer-to-peer system, we desire that the state
and processing overhead of all nodes be roughly the
same. In contrast, Skip Lists maintain ahighly vari-
able number of pointers per data record and expe-
rience a substantially different amount of traversal
traffic at each data record.

3.2 TheSkipNet Structure

The key idea we take from Skip Lists is the no-
tion of maintaining asorted list of al datarecordsas
well as pointersthat “ skip” over varying numbers of
records. Wetransform the concept of aSkip Listtoa
distributed system setting by replacing data records
with computer nodes, using the string name IDs of
the nodes asthe datarecord keys, and forming aring
instead of alist. The ring must be doubly-linked to
enable path locality, asis explained in Section 3.4.

SkipNet inherits two address spaces from Skip
Lists: a space of string names as well as a numeric
space of random numbers. The string name spaceis
populated by node name IDs and content identifier
strings. The numeric space serves a dual purpose:
It is used to determine appropriate connections be-
tween nodes, and it is also populated by hashes of
the node name IDs and content identifiers in order
to support DHT functionality. A combination of the
two spaces is used to support constrained load bal-
ancing.

Rather than having nodes store a highly variable
number of pointers, asin Skip Lists, each SkipNet
node stores roughly 2log N pointers, where N is
the number of nodes in the overlay system. Each
node's set of pointersis called its routing table, or
R-Table, since the pointers are used to route mes-
sage traffic between nodes. The pointers at level h
of a given node's routing table point to nodes that
are roughly 2" nodes to the left and right of the
given node. Figure 3 depicts a SkipNet containing
8 nodes and shows the routing table pointers that
nodes A and V' maintain.

Figure 4 depicts the same SkipNet of Figure 3,
arranged to show all node interconnections at ev-
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Figure 3. SkipNet nodes ordered by name ID. Rout-
ing tables of nodes A and V are shown.
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Figure 4. Thefull SkipNet routing infrastructure for
an 8 node system, including the ring labels.

ery level smultaneously. All nodes are connected
by the root ring formed by each node's pointers at
level 0. The pointers at level 1 point to nodes that
are 2 nodes away and hence the overlay nodes are
implicity divided into two digjoint rings. Similarly,
pointers at level 2 form 4 digoint rings of nodes,
and so forth. Note that rings at level h + 1 are ob-
tained by splitting aring at level h into two digjoint
sets, each ring containing every second member of
thelevel h ring.

The SkipNet in Figure 4 is a “perfect” Skip-
Net: each level h pointer traverses exactly 2" nodes.
Maintaining a perfect SkipNet in the presence of in-
sertions and deletions is impractical, as is the case
with perfect Skip Lists. To facilitate efficient inser-
tions and deletions, we derive a probabilistic Skip-
Net design as follows: each ring at level h is split
intotworingsat level h+1 by having each noderan-
domly and uniformly choose which of the two rings



it belongs to. With this probabilistic scheme, in-
sertion/deletion of anode only affects two nodesin
each ring to which that the node randomly chooses
to belong. Furthermore, a pointer at level A still
skips over 2" nodes in expectation, and routing is
possible in O(log N) forwarding hops with high
probability.

Each node’s random choice of ring memberships
can be encoded as a unique binary number, which
we refer to as the node’s numeric ID. Asillustrated
in Figure 4, thefirst A bits of the number determine
ring membership at level h. For example, node X's
numeric ID is 011 and its membership at level 2 is
determined by taking the first 2 bits of 011, which
designate Ring 01. As described in [30], there are
advantages to using a collision-resistant hash (such
as MD-5) of the node's DNS name as the numeric
ID. For the rest of this paper, we are not concerned
with how the numeric ID is generated — we simply
assume that it isindeed random.

Readers familiar with Chord may have observed
that SkipNet's routing tables are smilar to those
maintained by Chord in that the pointer at level
h hops over 2" nodes in expectation. The funda-
mental difference is that SkipNet's routing tables
point into a name space populated by nodes’ name
IDs whereas Chord's routing tables point into a nu-
meric space that is populated by unique hashes de-
rived from nodes' string names. Chord guarantees
O(log N) routing and node insertion performance
by uniformly distributing node identifiersin the ad-
dress space. In SkipNet, hodes name IDs are not
spread uniformly throughout the name | D space, but
random properties of the nodes' numeric IDs ensure
that pointers skip over the appropriate number of
nodes.

3.3 Support for DHTs

As mentioned in Section 2, a key feature of
Chord and Pastry isthe ability to support aDHT and
to use the DHT to uniformly distribute data across
al nodes. In contrast, akey feature of SkipNetisits
support for content locality: user-controlled place-
ment of data on a specific node. SkipNet achieves
content locality by organizing nodes and datain the
name ID space. In addition, SkipNet simultane-
ously supports traditional DHT functionality by or-
ganizing nodes and data in the numeric 1D space.

RouteByNamel D (namelD, msg) {
rmsg = new(RouteByNameMessage);
rmsg.msg = msg;
rmsg.routingOperation = routeByName;
rmsg.namelD = namelD;
if (namelD < localNode.namelD)
rmsg. direction = counterClockwise;
else if (namelD > localNode.namelD)
rmsg. direction = clockwise;

RouteM essageByNamel D (rmsg);

}

Il Invoked for every message arriving at a node that has
// msg.routingOperation set to routeByName.
RouteM essageByNamel D (msg) {

h = localNode.maxHeight;
while (h > 0) {
nbr = localNode.RoutingTable[msg.direction][h];

if (LiesBetween(localNode.namelD, nbr.namelD,
msg.namelD, msg.direction)) {
SendToNode(msg, nbr);
return;
} else {
h=h—

}
}

/1 At h=0 the destination is between localNode and nbr.
if (ClosestNode(namelD, localNode.namelD,
nbr .namelD) == localNode)
Deliver M essage(msg.msg);
else
SendToNode(msg, nbr);
¥

1;

Figure 5. The algorithm for routing by name ID in
SkipNet.

Because nodes numeric IDs are chosen ran-
domly and uniformly, they are uniformly distributed
in the numeric ID space. By mapping data identi-
fiers into the numeric 1D space using hashing (i.e.,
consistent hashing [15]), data can be uniformly dis-
tributed across nodes. Asin Chord and Pastry, in-
sert or lookup of a data abject requires routing a
message to the node whose numeric ID is closest
to the hash of the data identifier. As described in
Section 3.5, SkipNet supports routing by numeric
ID in O(log N) time, and thus can support a DHT
with comparable efficiency to Chord and Pastry.

Content locality is lost with this scheme. Indeed,
there is a fundamental tradeoff between content lo-
cality and uniform load balancing. DHTsyield uni-
form load bal ancing and cannot simultaneously sup-
port content locality. However, constrained load
balancing provides the ability to achieve a flexi-
ble tradeoff between content locality and uniform
load balancing. SkipNet supports constrained load
balancing by implicitly supporting traditional DHT
functionality over any subset of the nodes that are
contiguous in name ID space. Section 4.2 provides
adetailed description of this scheme.




3.4 Routing by NamelD

Routing by name ID in SkipNet is based on the
same basic principle as searching in Skip Lists: Fol-
low pointers that route closest to the intended des-
tination. At each node, a message will be routed
aong the highest-level pointer that does not point
past the destination value. Routing terminates when
the message arrives at a hode whose name ID is
closest to the destination.

Figure 5 is a pseudo-code representation of this
algorithm. The routing operation begins when a
node calls the function Rout eBy Nanel D, passing
in a destination name ID and a message to route.
This function wraps the message inside a larger
message that also contains fields for the name ID
to route to and the direction in which to route. The
direction is set according to whether the destination
name ID is lexicographically greater or lesser than
the name ID of the local node.

After wrapping the message, the function
Rout eMessageByNanel D is caled to actually
forward the message to the next node. This func-
tion will be called on each node that the mes
sage is routed through (including the originating
node). Rout eMessageByNanel D uses the lo-
cal node's routing table to try to forward the mes-
sage towards its final destination. If the local node
is the closest node to the destination name ID then
Del i ver Message iscaled to effect actual deliv-
ery of the message on the local node.

Since nodes are ordered by name 1D along each
ring and a message is never forwarded past its des-
tination, al nodes encountered during routing have
name |Ds between the source and the destination.
Thus, when a message originates at a hode whose
name |D shares a common prefix with the destina-
tion, al nodes traversed by the message have name
IDsthat share the same prefix as the source and des-
tination do. Note that, because rings are doubly-
linked, this scheme can route using both right and
left pointers depending upon whether the source
name ID is smaller or greater than the destination
name ID, respectively. The key observation of this
scheme isthat arouting by name ID traverses nodes
with non-decreasing name ID prefix matches with
the destination.

If the source name ID and the destination share

no common prefix, a message could be routed in ei-
ther direction, using right or left pointers. For fair-
ness sake, one could randomly pick adirection to go
so that nodes whose name IDs are near the middle
of the lexicographic ordering do not get adispropor-
tionately larger share of the forwarding traffic than
do nodes whose name IDs are near the beginning
or end of the ordering. For simplicity however, our
current implementation never wraps around from Z
to A or vice-versa. Section 8.5 proves that node
stressis well-balanced even under this scheme.

The expected number of hopstraversed by ames-
sage when routing by name ID is O(log N) with
high probability. For a proof see Section 8.1.

3.5 Routing by NumericID

As mentioned in Section 3.3, it is aso possible
to route messages efficiently according to a given
numeric ID. In brief, the routing operation begins
by examining nodes in the level O ring until a node
is found whose humeric ID matches the destination
numeric ID inthefirst digit. At thispoint therouting
operation jumps up to thisnode’'slevel 1 ring, which
also contains the destination node. The routing op-
eration then examines nodesin thislevel 1 ring until
anode is found whose numeric ID matches the des-
tination numeric 1D in the second digit. As before,
we conclude that this node’s level 2 ring must also
contain the destination node, and thus the routing
operation proceedsin thislevel 2 ring.

This procedure repeats until we cannot make any
more progress — we have reached a ring at some
level h such that none of the nodesin that ring share
h + 1 digits with the destination numeric ID. We
must now somehow deterministically choose one of
the nodes in this ring to be the destination node.
Our agorithm defines the destination node to be
the node whose numeric ID is numerically closest
to destination numeric ID amongst all nodes in this
highest ring?.

Figure 6 is a pseudo-code representation of this
algorithm.  The routing operation begins when
a node calls the function Rout eByNuneri cl D,
passing in a destination numeric ID and a mes-
sage to route. This wraps the message inside a

1A simpler aternative would be to choose the closest node
under the XOR metric proposed in [20].



RouteByNumericl D (numericlD , msg) {
rmsg = new(RouteByNumberMessage);
rmsg.routingOperation = routeByNumber ;
rmsg.numericlD = numericlD;
rmsg.currH = —1;
rmsg.startNode = null;
rmsg. bestNode = null;
rmsg. finalDestination = false;

RouteM essageByNumericlD (rmsg);

}

/1 Invoked for every message arriving at a node that has
/1 msg.routingOperation set to routeByNumber .
RouteM essageByNumericl D (msg) {
if (msg.numericlD == localNode.numericlD ||
msg. finalDestination) {
Deliver M essage(msg.msg);
return;

}

if (localNode == msg.startNode) {
msg. finalDestination = true;
SendToNode(msg. bestNode);
return;

}

h = LongestCommonPrefixLen(msg.numericlD ,
localNode.numericlD);
if (h > msg.currH) {
msg.currH = h;
msg. startNode = msg.bestNode = localNode;
} else if ( abs(localNode.numericlD — msg.numericlD)
< abs(msg. bestNode.numericID — msg.numericiD)) {
msg. bestNode = localNode;

}

nbr = localNode.RoutingTable[clockWise][msg.currH];
SendToNode(nbr);
}

Figure 6. Algorithmto route by numeric ID in Skip-
Net

larger message that also contains fields for several
state variables that need to be maintained and up-
dated throughout the (distributed) routing proce-
dure. These fields include

nuneri cl D. Thedestination numeric ID to route

to.

currH:. Thelevel of the current ring that is being
traversed.

start Node: The first node encountered in the
current ring.

best Node: The node that is closest to the desti-
nation among all nodes encountered so far.

fi nal Destination: A flagthatis set to true
if the next node to process the message is the
correct final destination for the message.

After wrapping the message, the function
Rout eMessageByNuneri cl Discalled to actu-
aly forward the message to the next node. This
function will be called on each node that the mes-
sage is routed through (including the originating
node). Rout eMessageByNuner i cl D checksto
see if the final destination for the message is itself

and invokesthefunction Del i ver Message to ef-
fect local delivery of the message if so.

Otherwise, a check is made to seeif the message
has traversed all the way around the routing table
ring indicated by cur r H. If so, thisimplies that no
higher-level ring was found that matched a prefix
of the destination ID. In that case, best Node will
contain the identity of the node on the current ring
that should be the final destination for the message;
the message will be forwarded to that node.

If the message has not fully traversed the current
ring then Rout eMessageByNuner i cl D checks
to seeif the local node is aso amember of a higher-
level ring that matches a prefix of the destination
ID. If s0, then a search of that ring is initiated. |If
not, then a check is made to see if the local node is
closer to the destination I D than the best node found
onthering so far. In either case the message will be
forwarded to the next member of the routing ring to
traverse.?

The expected number of hopstraversed by ames-
sage when routing by numeric ID is O(log N) with
high probability. For a proof see Section 8.3.

3.6 Node Join and Departure

Tojoin a SkipNet, a newcomer must first find the
top-level ring that corresponds to the newcomer’s
numeric 1D. This amounts to routing a message to
the newcomer’s numeric 1D, as described in Sec-
tion 3.5.

The newcomer first findsits neighborsin thistop-
level ring, using a search by name ID within this
ring only. Starting from one of these neighbors, the
newcomer searchesfor itsname ID at the next lower
level for its neighbors at this lower level. This pro-
cess is repeated for each level until the newcomer
reaches the root ring. For correctness, none of the
existing nodes point to the newcomer until the new
node joins the root ring; the newcomer then sends
messages to its neighbors along each ring to indi-
cate that it should be inserted next to them.

Figure 7 is a pseudo-code representation of this
algorithm. The joining node calls | nser t Node,
passing in the name ID and numeric ID it will use.

2The choice of going around a ring in a clockwise or
counter-clockwise direction is arbitrary; we have chosen to go
in a clockwise direction.



InsertNode(namelD, numericlD) {
msg = new(JoinMessage);
msg.operation = findTopLevelRing;
msg.joiningNode = localNode;
msg.namelD = namelD;
msg.numericlD = numericlD;
RouteByNumericl D (numericlD, msg);

}

/I Called when a message that has been routed by namelD
/1 or numericlD reaches its final destination.
DeliverMessage( msg ) {

éi-se if (msg.operation == findTopLevelRing) {
InsertNodelntoRings(msg.joiningNode,
msg.namelD, msg.numericlD);
}

-

InsertNodelntoRings(joiningNode , namelD, numericlD) {
msg = new(CollectRingNeighborsM essage);
msg.routingOperation = collectRingNeighbors;
msg.joiningNode = localNode;
msg.namelD = namelD;
msg.numericlD = numericlD;
msg.currH = LongestCommonPrefix (localNode.numericlD,

numericlD);
msg.ringNeighbors = new Node[msg.currH];
msg.dolnsertions = false;

CollectRingNeighbors(msg);
}

Il Invoked for every message arriving at a node that has
/1 msg.routingOperation set to collectRingNeighbors.
CollectRingNeighbors(msg) {
if (msg.dolnsertions) {
for (i = 0; i < msg.ringNeighbors.Length; i++)
AtomicDistrRoutingTablelnsert (i , msg.ringNeighbors[i]);
return;

}

while (msg.currH >=0) {
nbr = localNode.RoutingTable[clockWise][msg.currH];
if (LiesBetween (localNode.namelD, msg.namelD,
nbr .namelD, clockWise)) {
msg.ringNeighbors[msg.currH] = nbr;
msg.currH = msg.currH — 1;
} else {
SendToNode(msg, nbr);
return;

}

msg. dolnsertions = true;
SendToNode(msg, msg.joiningNode);

Figure 7. SkipNet node insertion algorithm.

This function creates a message that will be routed
towards the joining node’'s numeric ID. The mes-
sage will end up at anode belonging to the top-level
ring that the new node should join. There, the mes-
sage will be passed in to the general-purpose mes-
sage delivery routine Del i ver Message.

That routine will initiate the sec-
ond phase of node insertion by caling
I nsert Nodel nt oRi ngs, which creates a
new message that will be used to gather up the
neighbor nodes of al rings into which the joining
node should insert itself. The state encoded by this
message includes the following fields:

j 0i ni ngNode: Theidentity of the newly joining
node.

nanel D. ThenameID of the newly joining node.

nuneri cl D: The numeric ID of the newly join-
ing node.

currH  Theringinwhich aninsertion neighbor is
currently being searched for.

ri ngNei ghbor s:
bor nodes.

An array of insertion neigh-

dol nsertion: A flagthatissettotrueif thear-
ray of r i ngNei ghbor s hasbeen completely
filled in and the next node to process the mes-
sage is the newly joining node (which should
then do the actual insertionsinto each ring).

To actually process  an insertion-
neighbors collection message the function
Col | ect Ri ngNei ghbors is called. This

function will be called on each node that the
message created by | nser t Nodel nt oRi ngs is
routed through.

Col | ect Ri ngNei ghbor s checks to see if
the collection of insertion neighborsis complete and
it'stimeto do the actual insertion of the newly join-
ing node into all the relevant rings. If not, then the
neighbor node for the current ring is checked to see
if itistheright nodeto insert before. If yes, then the
insertion neighbor is recorded in the message and
search is initiated for the next-lower level ring. If
not, then the message is forwarded to the neighbor
along the current ring. Once neighbors have been
found for all ring levels, the completed list of in-
sertion neighbors is sent back to the newly joining
node.

The key observation for this agorithm’s effi-
ciency is that a newcomer joins aring at a certain
level only after joining a higher level ring. Asare-
sult, the search by name ID within the ring to be
joined will typically not traverse all members of the
ring. Instead, the range of nodes traversed islimited
to the range between the newcomer’s neighbors at
the higher level. Therefore, with high probability,
anodejoin in SkipNet will traverse O(log N') hops
(for aproof see Section 8.4).

The basic observation in handling node depar-
tures is that SkipNet can route correctly as long
as the bottom level ring is maintained. All point-
ers but the level-0 ones can be regarded as rout-
ing optimization hints, and thus not necessary to



maintain routing protocol correctness. Therefore,
like Chord and Pastry, SkipNet maintains and re-
pairs these rings memberships lazily, by means of
abackground repair process. However, when anode
voluntarily departs from the SkipNet, it can proac-
tively notify its neighbours to repair their pointers
immediately, instead of doing the lazy repair later.

To maintain the bottom ring correctly, each Skip-
Net node maintains a leaf set that points to addi-
tional nodes along the bottom ring. We describe the
leaf set next.

3.7 Leaf Set

Every SkipNet node maintains a set of pointers
to the L /2 nodes closest in name ID on the left side
and similarly on the right side. We call this set of
pointers a leaf set. Severa previous peer-to-peer
systems [27] incorporate asimilar architectural fea-
ture; in Chord [31] they refer to this as a successor
list.

These additional pointersin the bottom level ring
provide two benefits. First, the leaf set increases
fault tolerance. If a search operation encounters a
failed node, a node adjacent to the failed node will
contain a leaf set pointer with a destination on the
other side of the failed node, and so the search will
eventually move past the failed node. Repair is aso
facilitated by repairing the bottom ring first, and re-
cursively relying on the accuracy of lower rings to
repair higher rings. Without aleaf set, it isnot clear
that higher level pointers (that point past a failed
node) sufficiently enable repair. If two nodes fail,
it may be that some node in the middle of them be-
comes invisible to other nodes looking for it using
only higher level pointers. Additionally, in the node
failure scenario of an organizational disconnect, the
leaf set pointers on most nodes are more likely to
remain intact than higher level pointers. The re-
siliency to node failure that leaf sets provide (with
the exception of the organizational disconnect sce-
nario) was also noted by [31].

A second benefit of the leaf set is to increase
search performance by subtracting a noticeable ad-
ditive constant from the required number of search
hops. When a search message is within L/2 of its
destination, the search message will beimmediately
forwarded to the destination. In our current imple-
mentation we use a leaf set of size L = 16, just as

Pastry does.

3.8 Background Repair

SkipNet uses the leaf set to ensure with good
probability that the neighbor pointers in the level
0 ring point to the correct node. Asisthe casein
Chord [30], thisis all that is required to guarantee
correct, if possibly inefficient, routing by name ID.
For an intuitive argument of why this is true, sup-
pose that some higher-level pointer does not point
to the correct node, and that the search agorithm
tries to use this pointer. There are two cases. In the
first case, the incorrect pointer points further around
the ring than the routing destination. In this casethe
pointer will not be used, as it goes past the destina-
tion. In the second case, the incorrect pointer points
to a location between the current location and the
destination. In this case the pointer can be safely
followed and routing will proceed from wherever it
points. The only potential loss is routing efficiency.
In the worst case, correct routing will occur using
thelevel Oring.

Nonetheless, for efficient routing, it is important
to ensure as much as possible that the other pointers
are correct. SkipNet employs two background algo-
rithms to detect and repair incorrect ring pointers.

The first of these algorithms builds upon the in-
variant that a correct set of ring pointers at level h
can be used to build a correct set of pointersin the
ring aboveit at level h + 1. Each node periodically
routes a message a short distance around each ring
that it belongs to, starting at level 0, verifying that
the pointers in the ring above it point to the cor-
rect node and adjusting them if necessary. Once the
pointers at level h have been verified, thisalgorithm
iteratively verifies and repairs the pointers one level
higher. At each level, verification and repair of a
pointer requires only a constant amount of work in
expectation.

The second of these algorithms performs|local re-
pairsto rings whose nodes may have been inconsis-
tently inserted or whose members may have disap-
peared. In this algorithm nodes periodically con-
tact their neighbors at each level saying “I believe
that 1 am your left(right) neighbor at level h”. If
the neighbor agrees with this information no reply
is necessary. If it doesn't, the neighbor replies say-
ing who he believes his left(right) neighbor is, and



areconciliation is performed based upon this infor-
mation to correct any local ring inconsistencies dis-
covered.

4 Useful Locality Properties of SkipNet

In this section we discussthe useful locality prop-
erties that SkipNet is ableto provide, and their con-
sequences.

4.1 Content and Routing Path L ocality

Given the basic structure of SkipNet, de
scribing how SkipNet supports content and path
locality is straightforward. Incorporating a
node's name ID into a content name guaran-
tees that the content will be hosted on that
node. As an example, to store a document doc-
name on the node john.microsoft.com, naming it
john.microsoft.com/doc-name is sufficient.

SkipNet is oblivious to the naming convention
used for nodes name IDs. Our simulations and
deployments of SkipNet use DNS names for name
IDs, after suitably reversing the components of the
DNS name. In this scheme, john.microsoft.com
becomes com.microsoft.john, and thus al nodes
within microsoft.com share the com.microsoft pre-
fix in their name IDs. This yields path locality for
organizationsin which all nodes shareasingle DNS
suffix (and hence share asingle name ID prefix).

4.2 Constrained Load Balancing

As mentioned in the Introduction, SkipNet sup-
ports Constrained Load Balancing (CLB). To im-
plement CLB, we divide a data object's name
into two parts. a part that specifies the set of
nodes over which DHT load balancing should be
performed and a part that is used as input to
the DHT's hash function. In SkipNet the spe-
cia character ‘" is used as a delimiter be-
tween the two parts of the name. For example,
the name msn.com/DataCenter! TopStories.html in-
dicates load balancing over nodes whose names be-
gin with the prefix msn.com/DataCenter. The suf-
fix, TopStories.html, is used as input to the DHT
hash function, and this determines on which of the
nodes within msn.com/DataCenter to place the data
object.
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To search for a data object that has been stored
using CLB, we first search for the appropriate sub-
set of nodes using search by name ID. To find the
specific node within the subset that stores the data
object, we perform a search by numeric ID within
this subset for the hash of the suffix.

The search by name ID is unmodified from the
description in Section 3.4, and takes O (log N ) mes-
sage hops. The search by numeric ID is constrained
by aname D prefix and thus at any level must effec-
tively step through adoubly-linked list rather than a
ring. Upon encountering the right boundary of the
list (as determined by the name I D prefix boundary),
the search must reverse direction in order to ensure
that no node is overlooked. Reversing directionsin
this manner affects the performance of the search
by numeric ID by at most a factor of two, and thus
O(log N') message hops are required in total.

Note that both traditional system-wide DHT se-
mantics as well as explicit content placement are
specia casesof constrained load balancing: system-
wide DHT semantics are abtained by placing the
‘I’ hashing delimiter at the beginning of a docu-
ment name. Omission of the hashing delimiter and
choosing the name of a data object to have a prefix
that matches the name of a particular SkipNet node
will result in the object being placed on that SkipNet
node.

Constrained load balancing can be performed
over any haming subtree of the SkipNet but not over
an arbitrary subset of the nodes of the overlay net-
work. In this respect it has flexibility similar to a
hierarchical file system’s. Another limitation is that
the domain of load balancing isencoded in the name
of a data object. Thus, transparent remapping to a
different load balancing domain is not possible.

4.3 Fault Tolerance

Previous studies [18, 21] have shown that net-
work connectivity failures in the Internet today are
due primarily to Border Gateway Protocol (BGP)
misconfigurations and faults. Other hardware, soft-
ware and human failures play a lesser role. As a
result, node failures in overlay systems are not in-
dependent, but instead, nodes bel onging to the same
organization or AS domain tend to fail together. In
conseguence, we have focused the design of Skip-
Net's fault-tolerance to handle failures occurring



aong organizational boundaries. SkipNet's toler-
ance to uncorrelated, independent failures is much
the same as previous overlay designs (e.g., Chord
and Pastry), and is achieved through similar mecha-
nisms.

The key observation in failure recovery is that
maintaining correct neighbor pointersin the level 0
ring is enough to ensure correct functioning of the
overlay. Since each node maintains a leaf set of L
level 0 neighbors, level O ring pointers can be re-
paired by replacing them with the leaf set entries
that point to the nearest live nodes following the
failed node. The live nodes in the leaf set may be
contacted to repopulate the leaf set fully.

As described in Section 3.8, SkipNet also em-
ploys alazy stabilization mechanism that gradually
updates all necessary routing table entries in the
background when a node fails. Any query to alive,
reachable node will still succeed during this time;
the stabilization mechanism simply restores optimal
routing.

4.3.1 Failuresalong Organization Boundaries

In previous peer-to-peer overlay designs [25, 30,
27, 36], node placement in the the overlay topol-
ogy is determined by a randomly chosen numeric
ID. As aresult, nodes within a single organization
are placed uniformly throughout the address space
of the overlay. While a uniform distribution enables
the O(log N') routing performance of the overlay
it makes it difficult to control the effect of phys-
ica link failures on the overlay network. In par-
ticular, the failure of ainter-organizational network
link will manifest itself as multiple, scattered link
failures in the overlay. Indeed, it is possible for
each node within a single organization that has lost
connectivity to the Internet to become disconnected
from the entire overlay and from all other nodes
within the organization. Section 9.4 reports experi-
mental results that confirm this observation.

Since SkipNet name | Dstend to encode organiza-
tional membership, and nodes with common name
ID prefixes are contiguous in the overlay, failures
along organization boundaries do not completely
fragment the overlay, but instead result in ring seg-
ment partitions. Consequently, a significant fraction
of routing table entries of nodes within the discon-
nected organization still point to live nodes within
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the same network partition. This property allows
SkipNet to gracefully survive failures aong organi-
zation boundaries. Furthermore, the disconnected
organization's SkipNet segment can be efficiently
re-merged with the external SkipNet when connec-
tivity isrestored, as described in Section 6.

4.4 Security

Our discussion of the benefits of content and
path locality assumes an access control mechanism
on choice of name ID. SkipNet does not directly
provide this mechanism but rather assumes that it
is provided at another layer. Our use of DNS
names for name IDs does provide this: Arbitrary
nodes cannot create global DNS names with the mi-
crosoft.com suffix.

Path locality allows SkipNet to guarantee some
security beyond what previous peer-to-peer systems
offer: Messages between two machines within a
single administrative domain that corresponds to a
common prefix in name ID space will never leave
the administrative domain. Thus, these messages
are not susceptible to traffic analysis or denial-of-
service attacks by machines located outside of the
administrative domain. Indeed, SkipNet even pro-
vides resiliency to the Sybil attack [9]: creating an
unbounded number of nodes outside microsoft.com
will not allow the attacker to see any traffic interna
to microsoft.com.

An attacker might attempt to target a particular
domain (for example, microsoft.com) by choosing
to join SkipNet with a name ID that is adjacent to
the target (for example, microsofta.com). Suppose
microsoft.com consists of M nodes. In this case,
the attacker expects to see an O((log M) /M) frac-
tion of the messages passing between microsoft.com
nodes and the outside world, under a uniform traffic
assumption.

In Chord, a system that lacks path locality, in-
serting oneself adjacent to a target node and inter-
cepting a constant fraction of the traffic to the target
(assuming that messages are routed using only the
Chord finger table and not the Chord successor list)
may require computing as many SHA-1 hashes as
there are nodes in the system. In contrast, in Skip-
Net there is no computational overhead to generat-
ing aname ID, but it isimpossible to insert oneself
into SkipNet in a place where one lacks the admin-



istrative privileges to create that name ID. It does
seem that in SkipNet, it may be possible to target
the connection between an entire organization and
the outside world with fewer attacking nodes than
would be necessary in other systems lacking path
locality. We believe that path locality is a desirable
property even though it facilitates this kind of at-
tack.

Recent work [3] on improving the security of
peer-to-peer systems has focused on certification of
node identifiers, tests for the success of routing,
and the use of redundant routing paths. While our
present discussion has focused on the security bene-
fits of content and path locality, the SkipNet design
could also incorporate the techniques from this re-
cent work.

45 Range Queries

Since SkipNet's design is based on and inspired
by Skip Lists, it inherits their functionality and flex-
ibility in supporting efficient range queries. In par-
ticular, since nodes and data are stored in name
ID order, documents sharing common prefixes are
stored over contiguous ring segments. Answering
range queries in SkipNet is therefore equivalent to
routing along the corresponding ring segment. Be-
cause our current focus is on SkipNet's architec-
ture and locality properties, we do not discuss range
queries further in this paper.

5 SkipNet Enhancements

This section presents several optimizations and
enhancements to the basic SkipNet design.

5.1 Sparseand Dense Routing Tables

The basic SkipNet Routing Table structure and
algorithms described in Section 3 may be modified
in order to improve routing performance. Thus far
in our discussions, SkipNet numeric IDs consist of
128 random binary digits. However, the random
digits need not be binary. Indeed, Skip Lists using
non-binary random digits are well-known [23].

If the numeric IDs in SkipNet consist of non-
binary digits, this changes the ring structure de-
picted in Figure 4, the number of pointerswe expect
to store, and the expected search cost. We denotethe
number of different possibilities for a digit by k —
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in the binary digit case, k = 2. If £ = 3, the root
ring of SkipNet still is just a single ring, but there
are 3 (not just 2) level onerings, 9 level two rings,
etc. Ask increases, it becomeslesslikely that nodes
will match in any given number of digits, and thus
the total number of pointers will decrease. Because
there are fewer pointers, we also expect that it will
take more hops to get to any particular node. For
increasing values of k, the number of pointers de-
creases to O(log;, n) while the number of hops re-
quired for search increases to O(k log;, n). We call
the Routing Tabl e that results from this modification
a sparse R-Table with parameter k.

It is also possible to build a dense R-Table. As
in the sparse construction, suppose that there are
k possibilities for each digit. Suppose additionally
that we store & — 1 pointers to contiguous nodes
at each level and in both directions. In this case,
the expected number of search hops decreases to
O(log, n), while the expected number of pointers
at anode increasesto O(k log;, n) — thisisthe op-
posite tradeoff from the sparse construction. These
results are formally proved in Section 8. For intu-
ition asto why we store k& — 1 pointers per direction
per level, note that a node’s k" neighbor at level h
has a good chance of also being itsfirst neighbor at
level h + 1.

Our density parameter, k, bears some similar-
ity to Pastry’s density parameter, b. Pastry aways
generates binary numeric IDs but divides bits into
groups of b. This is analogous to our scheme for
choosing numeric IDswith & = 2°.

Implementing nodejoin and departure in the case
of sparse R-Tables requires no modification to our
previous algorithms. For dense R-Tables, the node
join message must traverse (and gather information
about) at least £ —1 nodesin both directionsin every
ring containing the newcomer, before descending to
the next ring. As before, node departure merely re-
quires notifying every neighbor.

If k = 2, the sparse and dense constructions are
identical. Increasing & makes the sparse R-Table
sparser and the dense R-Table denser. Any given
degree of sparsity/density can be well-approximated
by appropriate choice of k and either a sparse or a
dense R-Table. Our implementation chooses k& = 8
to achieve a good balance between state per node
and routing performance.



5.2 Duplicate Pointer Elimination

Two nodes that are neighboursin aring at level
h may aso be neighboursin aring at level h + 1.
In this case, these two nodes maintain “duplicate”
pointers to each other at levels h and h + 1. In-
tuitively, routing tables with more distinct pointers
yield better routing performance than tables with
fewer distinct pointers, and hence duplicate pointers
reduce the effectiveness of arouting table. Replac-
ing a duplicate pointer with a suitable alternative,
such asthefollowing neighbor inthe lower ring, im-
proves routing performance by a moderate amount
(typically around 20%). Routing table entries ad-
justed in this fashion can only be used when routing
by name ID since they violate the invariant that a
node point to its closest neighbor on aring, which
isrequired for correct routing by numeric ID.

5.3 Incorporating Network Proximity: The P-

Table

In SkipNet, anode's neighbors are determined by
a random choice of ring memberships and by the
ordering of identifiers within those rings. Accord-
ingly, the SkipNet overlay is constructed without
direct consideration of the physical network topol-
ogy, potentially hurting routing performance. For
example, when sending a message from the node
saturn.com/nodeA to the node chrysler.convnodeB,
both in the USA, the message might get routed
through the intermediate node jaguar.com/nodeC in
the UK. This would result in a much longer path
than if the message had been routed through another
intermediate node in the USA.

To deal with this problem, we introduce a second
routing table called the P-Table, which is short for
the proximity table. Our P-Table design is inspired
by Pastry’s proximity-aware routing tables [4]. To
incorporate network proximity, the key observation
is that any node that is roughly the right distance
away in name | D space can be used as an acceptable
routing table entry that will maintain the underlying
O(log N') hops routing behavior. For example, it
doesn’t matter whether arouting table entry at level
3 points to the node that is exactly 8 nodes away
or to one that is 7 or 9 nodes away; statistically the
number of forwarding hops that messages will take
will end up being the same. However, if the 7th or
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9th node is nearby in network distance then using
it as the routing table entry can yield substantially
better routing performance.

For the remainder of this discussion, we will re-
fer to the basic SkipNet routing table described in
Section 3 as the R-Table. We use information al-
ready contained in a node’'s R-Table to bootstrap
the P-Table construction process. Recall that the R-
Table entries are expected to point to nodes that are
exponentially increasing distances away. We con-
struct routing entries for the P-Table by choosing
nodesthat interleave adjacent entriesin the R-Table.
In other words, the R-Table entries when sorted by
name ID define the endpoints of contiguous seg-
ments of the root ring, and the P-Table construc-
tion process finds a node that is near to the joining
node within each of those segments. We determine
that two nodes are near each other by estimating the
round-trip latency between them.

The following section provides a detailed de-
scription of the agorithm that a SkipNet node uses
to construct its P-Table. After theinitial P-Table is
constructed, SkipNet constantly triesto improve the
quality of its P-Table entries, as well as adjust to
node joins and departures, by means of a periodic
stabilization algorithm. The periodic stabilization
algorithm is very similar to the initial construction
agorithm presented below. Finaly, in Section 8.8
we argue that P-Table routing performance and P-
Table construction are efficient.

5.3.1 P-Table Construction

Recall that the R-Table has only two configura-
tion parameters. the value of & and either sparse or
dense construction. The P-Table inherits these pa-
rameters from the R-Table upon which it is based.
In certain casesit is possible to construct a P-Table
with parameters that differ from the R-Table's by
first constructing a temporary R-Table with the the
desired parameters. For example, if the R-Table is
sparse, one may construct a dense P-Table by first
constructing a temporary dense R-Table to use as
input to the P-Table construction algorithm.

To begin P-Table construction, the entries of the
R-Table (whether temporary or not) are copied to
a separate list, where they are sorted by name ID
and duplicate entries are eliminated. Duplicates and
out-of-order entries can arise dueto the probabilistic



nature of constructing the R-Table. Next, the join-
ing node constructs a P-Tabl e join message that con-
tains the sorted list of endpoints. alist of j nodes
defining j — 1 intervals. The node then sends this P-
Table join message to a node that should be nearby
in terms of network distance, called the seed node.

Any node that receives a P-Table join message
uses its own P-Table entries to fill in the intervals
with “candidate” nodes. As a practical considera-
tion, we limit the maximum number of candidates
per interval to 10 in order to avoid accumulating too
many nodes. After filling in any possible intervals,
the node examines the join message to seeif any of
theintervals are still empty. If there are till unfilled
intervals, the node forwards the join message, using
its own P-Table entries, towards the furthest end-
point of the unfilled interval that is farthest away
from the joining node. If al the intervals have at
least one candidate, the node sends the completed
join message back to the joining node.

When the origina node receives its own join
message, it iterates through each interval choosing
one of the candidate nodes as its P-Table entry for
that interval. The final choice between candidate
nodes is performed by estimating the network la-
tency to each candidate and choosing the closest
node.

We summarize a few remaining key details of
P-Table construction.  Since SkipNet maintains
doubly-linked rings, construction of a P-Table in-
volves defining intervals that cover the address
space in both the clockwise and counter-clockwise
directions from the joining node. Hence two join
messages are sent from the same starting node. In
our simulator, the seed node of the P-Table join
message is in fact the nearest node in the system.
For a real implementation, we make the follow-
ing simple proposal: The seed node should be de-
termined by estimating the network latency to all
nodes in the leaf set and choosing the closest |eaf
set node. Since SkipNet name IDs incorporate nam-
ing locality, anode is likely to be close in terms of
network proximity to the nodes in itsleaf set. Thus
the closest leaf set node is likely to be an excellent
choice for a seed node.

The P-Table is updated periodically in order that
the P-Table segment endpoints accurately reflect the
distribution of name IDsin the SkipNet, which may
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change over time. The only difference between P-
Table construction and P-Table update is that for
update, the current P-Table entries are considered
as candidate nodes in addition to the candidates re-
turned by the P-Table join message. The P-Table
entries may also be incrementally updated as node
joins and departures are discovered through ordi-
nary message traffic.

5.4 Incorporating Network Proximity: The C-

Table

We add a third table, the C-Table, to incorporate
network proximity when searching by numeric ID,
much as the P-Table incorporated network proxim-
ity when searching by name ID. Constrained Load
Balancing (CLB), because it involves searches by
both name ID and numeric ID, takes advantage of
both the P-Table and the C-Table. Because search
by numeric ID as part of a CLB search must obey
the CLB search name constraint, C-Table entries
breaking the name constraint cannot be used. When
such an entry is encountered, the CLB search must
revert to using the R-Table.

The C-Table has identical functionality and de-
sign to the routing table that Pastry maintains [27].
The suggested parameter choice for Pastry’s routing
tableisb = 4 (i.e. k = 16), while our implemen-
tation chooses k = 8, as mentioned in Section 5.1.
As is the case with searching by numeric ID using
the R-Table, and as is the case with Pastry, search-
ing by numeric ID with the C-Table requires at most
O(log N') message hops.

For concreteness, we describe the C-Table in the
case that k£ = 8, although this description could be
inferred from [27]. At each node the C-Table con-
sists of a set of arrays of node pointers, one array
per numeric ID digit, each array having an entry for
each of the eight possible digit values. Each entry of
the first array points to a node whose first numeric
ID digit matches the array index value. Each en-
try of the second array points to a node whose first
digit matches the first digit of the current node and
whose second digit matches the array index value.
This construction is repeated until we arrive at an

empty array.



54.1 C-TableConstruction and Update

The details of C-Table construction can be found
in [4]. The key idea is. For each array in the C-
Table, route to a nearby node with the necessary
numeric ID prefix, obtaining its C-Table entries at
that level, and then popul ate the joining node’s array
with those entries. Since several candidate nodes
may be available for aparticular table entry, the can-
didate with the best network proximity is selected.
Section 8.8 shows that the cost of constructing a C-
Tableis O(log N) interms of message traffic. Asin
Pastry, the C-Table is updated lazily, by means of a
background stabilization agorithm.

We report experiments in Section 9.5 showing
that use of the C-Table during CLB search reduces
the RDP (Relative Delay Penalty). An adaptation
of the argument presented in [4] for Pastry explains
why this should be the case.

55 Virtual Nodes

Economies of scale and the ability to multiplex
hardware resources among distinct web sites have
led to the emergence of hosting services in the
World Wide Web. We anticipate a similar demand
for hosting virtual nodes on a single hardware plat-
form in peer-to-peer systems. In this section, we
describe a scheme for scalably supporting virtual
nodes within the SkipNet design. For ease of ex-
position, we describe only the changes to the R-
Table; the corresponding changesto the P-Table and
C-Table are obvious and hence omitted.

Nothing in the SkipNet design prevents multiple
nodes from co-existing on a single machine; how-
ever, scalability becomes a concern as the number
of virtual nodesincreases. As shown in Section 8.2,
asingle SkipNet node’s R-Table will probably con-
tain roughly log N pointers. If a single physical
machine hosts v virtual nodes, the total number of
R-Table pointers for al virtual nodes is therefore
roughly vlog N. Aswv increases, the periodic main-
tenance traffic required for each of those pointers
poses a scalability concern. To alleviate this po-
tential bottleneck, the present section describes a
variation on the SkipNet design that reduces the
expected number of pointers required for v virtual
nodes to O(v + logn), while maintaining logarith-
mic expected path lengths for searches by name ID.
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In Section 8.6 we provide mathematical proofs for
the performance of this virtual node scheme.

Although Skip Lists have comparable routing
path lengths as SkipNet, Section 3 mentioned two
fundamental drawbacks of Skip Lists as an overlay
routing data structure:

e Nodesin a Skip List experience markedly dis-
proportionate routing loads.

e Nodes in a Skip List have low average edge
connectivity.

Our key insight isthat neither of these two Skip List
drawbacks apply to virtual nodes. In the context of
virtual nodes, we desire that:

e A peer-to-peer system must avoid imposing a
disproportionate amount of work on any given
physical machine. It islessimportant that vir-
tual nodes on asingle physical machinedo pro-
portionate amounts of work.

e Similarly, each physical machine should have
high edge connectivity. It is less important
that virtual nodes on a single physical machine
have high edge connectivity.

In light of these revised objectives, we can relax
the requirement that each virtual node has roughly
logn pointers. Instead, we alow the number of
pointers per virtual node to have a similar distribu-
tion to the number of pointers per data record in a
Skip List. More precisaly, all but one of the vir-
tual nodes independently truncate their numeric IDs
such that they have length i > 0 with probability
1/21+1, The one remaining virtual node keeps its
full-length numeric ID, in order to ensure that the
physical machine has at least log n expected neigh-
bours. As a reault, in this scheme, the expected
number of total pointers for a set of v virtual nodes
is2v +logn + O(1).

When avirtual node routes a message, it can use
any pointer in the R-Table of any co-located virtual
node. Simply using the pointer that gets closest to
the destination (without going past it) will maintain
path locality and logarithmic expected routing per-
formance.

The interaction between virtual nodes and DHT
functionality is more complicated. DHT function-
ality involves searching for a given numeric ID.



Search by numeric ID terminates when it reaches
aring from which it cannot go any higher; thisis
likely to occur in a relatively high-level ring. By
construction, virtual nodes are likely only to be
members of low-level rings, and thus they are likely
not to shoulder an equal portion of the DHT stor-
age burden. However, because at least one node per
physical machineis not virtualized, the storage bur-
den of the physical machineis no lessthan it would
be without any virtual nodes.

6 Recovery from Organizational Discon-
nects

In this section, we characterize the behavior of
SkipNet with respect to a common failure mode:
when organizations become disconnected from the
Internet. We describe and evaluate the recovery al-
gorithms used to repair the SkipNet overlay when
such failures occur. One key benefit of SkipNet'slo-
cality propertiesis graceful degradation in response
to disconnection of an organization due to router
misconfigurations and link and router faults [18].
Because SkipNet orders nodes according to their
names, and assuming that organizations assign node
names with one or afew organizational prefixes, an
organization's nodes are naturally arranged into a
few contiguous overlay segments. Should an orga-
nization become disconnected, its segments remain
internally well-connected and intra-segment traffic
can be routed with the same O(log M) hop effi-
ciency as before, where M isthe maximum number
of nodesin any segment.

By repairing only a few key routing pointers on
the “edge”’ nodes of each segment, the entire organi-
zation can be connected into asingle SkipNet. Intra-
segment traffic is still routed in O(log M) hops,
but inter-segment traffic may require O(log M)
hops for every segment that it traverses. In total,
O(Slog M) hops may berequired for inter-segment
traffic, where S isthe number of segmentsin the or-
ganization.

A background process can repair the remain-
ing broken routing pointers, thereby eliminating the
performance penalty borne by inter-segment traffic.
SkipNet's structure enables this repair process to be
done proactively, in a manner that avoids unneces-
sary duplication of work. When the organization
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reconnects to the Internet, these same repair opera-
tions can be used to merge the organization's seg-
ments back into the global SkipNet.

In contrast, most previous scalable, peer-to-peer
overlay designs [25, 30, 27, 36] place nodes in the
overlay topology according to a unique random nu-
meric ID. Disconnection of an organization in these
systems will result in its nodes fragmenting into
many digoint overlay pieces. During the time that
these fragments are reforming into a single overlay,
if they are even able to do so, network routing may
be unreliable and efficiency may be poor.

6.1 Recovery Algorithms

When an organization is disconnected from the
Internet its nodes will at least be able to communi-
cate with each other over IP but will not be able to
communicate with nodes outside the organization.
If the organization’s nodes names employ one of
severa organizational prefixesthen the global Skip-
Net will partition itself into several digoint, but in-
ternally well-connected, segments. Figure 8 illus-
trates this situation.

Because of SkipNet's routing locality property,
message traffic within each segment will be un-
affected by disconnection and will continue to be
routed with O(log M) efficiency. Cross-segment
traffic among the globa portions of the SkipNet
will aso remain largely unaffected because, unless
the disconnecting organization represents a sizeable
portion of the entire overlay, most cross-segment
pointers among global segments will remain valid.
This will not be the case for the segments of the
disconnected organization. Thus, the primary repair
task after both disconnection and reconnection con-
cerns the merging of overlay segments.

The algorithms employed in both the disconnec-
tion and reconnection cases are very similar: Skip-
Net segments must discover each other and then be
merged together. For the disconnect case segments
are merged into two disjoint SkipNets. For the re-
connect case, segments of the two digjoint SkipNets
are merged into asingle SkipNet.

6.1.1 Discovery Techniques

When an organization disconnects, its segments
may not be able to find each other using only Skip-
Net pointers. This is because there is no guaran-



tee that non-contiguous segments will have pointers
into each other. We solve this problem by assuming
that organizationswill dividetheir nodesinto arela-
tively small number of name segments and requiring
that they designate some number of nodes in each
segment as “well-known”. Each node in an orga-
nization maintains a list of these well-known nodes
and uses them as contact points between the various
overlay segments.

When an organization reconnects, the organi-
zational and global SkipNets discover each other
through their segment edge nodes. Each node main-
tains a “leaf set” that points to the eight closest
nodes on each side of itself in the level O ring. If
a node discovers that one side of its leaf set, but
not the other, is completely unreachable then it con-
cludes that a disconnect event has occurred and that
it is an edge node of a segment. These edge nodes
keep track of their unreachable leaf set pointers
and periodically ping them for reachability; should
a pointer become reachable, the node initiates the
merge process. Note that merging two previously
independent SkipNets together—for example, when
a new organization joins the system—is function-
aly equivalent to reconnecting a previously con-
nected one, except some other means of discovery
is needed.

6.1.2 Connecting SkipNet Segmentsat Level O

We divide the segment merge process into two
steps: repair of the pointers comprising level 0 rings
and repair of the pointers for al higher-level rings.
The first step can be done quickly, as it only in-
volves repair of the level 0 pointers of the “edge’
nodes of each segment. Once the first step has been
done it will be possible to route messages correctly
among nodesin different ssgmentsand to do so with
O(Slog M) efficiency, where S is the total num-
ber of segments and M is the maximum number of
nodes within a segment. As a consequence, the sec-
ond, more expensive step can be done as a back-
ground task, as described in Section 6.1.3.

The key idea for connecting SkipNet segments
at level 0 isto discover the relevant edge nodes by
having a node in one segment route a message to-
wards the name ID of a node in the other segment.
This message will be routed to the edge node in the
first segment that is nearest to other node’'s name

n2_~"SkipNet B~ d2
s3

SkipNet A

sO
SkipNet A ds

sl

Figure 8. Two partitioned SkipNets to be merged.

LevelOConnect(nl, n2) {
edgeNodes = GatherEdgeNodelnfo(nl, n2, null)
Connect all edge node pairs in one atomic operation.

GatherEdgeNodelnfo(nl, n2, msg) {

n2 routes msg to nl in its SkipNet. Msy will arrive at di.

dl appends dl1 and next neighbor , d0, to msg contents.

dl sends msg directly to nl over IP.

nl routes msg to dO in its SkipNet. Msg will arrive at sl.

if (memberOf(sO, msg contents)) // => all segments traversed
return msg contents

else // => Message needs to discover more edge nodes
sl appends sl and next neighbor, sO, to msg contents.
return GatherEdgeNodelnfo(sO, dO, msg)
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Figure 9. SipNet level 0 ring connection algorithm.

ID. Messages routed in this fashion can be used to
gather together a list of all segments edge nodes.
The actual inter-segment pointer updates are then
done as a single atomic operation among the seg-
ment edge nodes, using distributed two-phase com-
mit. This avoids routing inconsistencies.

To illustrate, Figure 8 shows two SkipNets to be
merged, each containing two different name seg-
ments. Suppose that node n1 knows of node n2’'s
existence. Node n1 will send a message to node
n2 (over IP) asking it to route a search message to-
wards n1 in SkipNet B. n2’'s message will end up
at node d1 and, furthermore, d1’s neighbor on Skip-
Net B will be d0. d1 sends areply to n1 (over IP)
telling it about d0 and d1. n1 routes a search mes-
sage towards d0 on SkipNet A to discover s1 and
s0 in the same manner. The procedure is iteratively
invoked using sO and d0 to gain information about
s2, 83, d2, and d3. Figure 9 presents the algorithm
in pseudo-code.

Immediately following level O ring connection,
messages sent to cross-segment destinations will be
routed efficiently. Cross-segment messages will be
routed to the edge of each segment they traverse and
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Figure 10. Nodes whose pointers have been repaired at
the boundary of two SkipNet segments.

// Called initially with level h=0 at node
/l to the left of the merge point
PostMergeRepair (h) {

Find closest node to left whose numeric ID matches mine
in the first h bits and whose ID differs from mine in the
next bit, by following level h pointers to the left.

On my node:

cont = FixMyRightPointer (h+1)
if (cont) PostMergeRepair (h+1)

In parallel , on the other node:

cont2 = FixMyRightPointer (h+1)
if (cont) PostMergeRepair (h+1)

FixMyRightPointer (h) {
Search right using level h—1 pointers until a node is found
that matches my numeric id in h bits.
Connect our level h pointers.
if (pointers are both from the same segment) return false
else return true

}

Figure 11. Level h ring repair algorithm for a single
inter-segment boundary.

will then hop to the next segment using the level
0 pointer connecting the segments. This leads to
O(Slog M) routing efficiency. When an organiza-
tion reconnects its fully repaired SkipNet at level 0
to the global one, traffic destined for nodes external
to the organization will berouted in O(log M) hops
to an edge node of the organization’s SkipNet. The
level O pointer connecting the two SkipNets will be
traversed and then O(log V) hops will be needed to
route traffic within the global SkipNet. Note that
traffic that does not have to cross between the two
SkipNets will not incur this routing penalty.

6.1.3 Repairing Routing Pointers following
Level 0 Ring Connection

Once the level 0 ring connection phase has com-
pleted we can update al remaining pointers that
need repair using a background task. We present
here a proactive agorithm that avoids unnecessary
duplication of work through appropriate ordering of

NumericNumeric Numeric Numeric
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repair activities.

The key idea is that we will recursively repair
pointers at one level by using correct pointers at the
level below to find the desired nodes in each seg-
ment. Pointers at one level must be repaired across
al segment boundaries before a repair of a higher
level can be initiated. To illustrate, consider Fig-
ure 10, which depicts a single boundary between
two SkipNet segments after pointers have been re-
paired. Figure 11 presents an agorithm in pseudo-
code for repairing pointers above level 0 across a
single boundary. We begin by discussing the single
boundary case, and later we extend our algorithm to
handl e the multiple boundary case.

Assume that the level 0 pointers have aready
been correctly connected. There are two sets of two
pointers to connect between the segments at level
1. the ones for the routing ring labeled 0 and the
ones for the routing ring labeled 1 (see Figure 4).
We can repair the level 1 ring labeled O by travers-
ing the level 0 ring from one of the edge nodes until
we find nodes in each segment belonging to the ring
labeled 0. The same procedure is followed to cor-
rectly connect the level 1 ring labeled 1. After the
level 1 rings, we use the same approach to repair the
four level 2 rings.

Because rings at higher levels are nested within
rings at lower levels, repair of aring at level h +
1 can be initiated by one of the nodes that had its
pointer repaired for the enclosing ring at level h. A
repair operation at level h + 1 is unnecessary if the
level h ring (a) contains only asingle member or (b)
does not have an inter-segment pointer that required
repair. The latter termination condition implies that
most rings—and hence most hodes—in the global
SkipNet will not, in fact, need to be examined for
potential repair.

Thetotal work involved in thisrepair algorithmis
O(M log(N/M)), where M is the size of the dis-
connecting/reconnecting SkipNet segment and NV is
the size of the external SkipNet. Note that rings at
level h + 1 can berepaired in parallel oncetheir en-
closing rings at level h have been repaired across
al segment boundaries. Thus, the repair process for
agiven segment boundary parallelizes to the extent
supported by the underlying network infrastructure.
We provide a theoretical analysis of the total work
and total time to complete repair in Section 8.7.



To repair multiple segment boundaries, we sim-
ply call the algorithm described above once for each
segment boundary. In the current implementation,
we perform this process iteratively, waiting for the
repair operation to complete on one boundary be-
foreinitiating the repair at the next boundary. In fu-
ture work, we plan to investigate initiating the seg-
ment repair operations in parallel — the open ques-
tion is how to avoid repair operations from different
boundaries interfering with each other.

7 Design Alternatives

The locality properties provided by SkipNet can
also be obtained by means of suitable extensions to
existing overlay networks. However, we argue that
SkipNet does so in a more natural and often in a
more efficient manner. In this section we describe
design aternatives to SkipNet and compare them
with SkipNet's approach.

DHT-based overlay networks depend on random
assignment of node IDsin order to obtain auniform
distribution of nodes within the address space they
use. To support explicit content placement for asin-
gle data object, one may choose a node ID that di-
rectly correspondsto the hash ID of that data object.
In order to assign more than one data object to the
same node one could do either of the following:

e One could virtualize the overlay nodes so that
each node joins the overlay once per data object.
This has the disadvantage that one must maintain
a separate routing table for each data object to be
assigned to agiven physical overlay node.

e One could employ atwo-part naming scheme,
as in SkipNet, wherein data object hames consist
of avirtual node name followed by a node-relative
name. The virtual node name is hashed to obtain an
ID used to select a physical node on which to place
the virtual node's data. The physical node hosting
this data assigns itself this hashed ID and joins the
overlay. Asaresult, the DHT will route requests for
the virtual node's data objects to it.

The cost of the first approach is prohibitive if a
single node needs to store more than a few hun-
dred data objects. The second approach is essen-
tially equivalent to the SkipNet approach for con-
tent placement, except that both node and data ob-
ject names are translated to a numeric address space
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instead of being used directly.

Path locality could be added to a DHT-based
overlay by ensuring that specially-marked local
messages are not forwarded outside of a given or-
ganizational boundary. The information would be
used to exclude routing table entries from use that
violate the routing constraint. Unfortunately this ap-
proach cannot guarantee path locality: There may
not be a path to a destination with the constraint ap-
plied. Furthermore, even if a path is available, it
may end up being inefficient.

Overlay networks such as Pastry can partially
mitigate this problem using their support for net-
work proximity [4]. However, Pastry’s network
proximity support depends on having a “nearby”
node to use as a“ seed” node when joining an over-
lay. If the “nearby” node is not within the same
organization as the joining node, Pastry might not
be able to provide path locality. Furthermore, this
problem is exacerbated for organizations that con-
sist of multiple separate “islands’ of nodes that are
far apart in terms of network distance. In con-
trast, SkipNet isableto guarantee path locality, even
across organi zations that consist of separate clusters
of nodes, aslong as they are contiguous in name ID
space.

Constrained load balancing can be achieved by
maintaining multiple overlay networks, one per
DHT required. Thisimposes a cost in terms of both
routing table state and complexity, since physical
nodes must maintain separate routing tablesfor each
DHT they join. Furthermore, when anew DHT is
created to load balance data across a set of nodes,
al nodes must be informed about their membership
in the new overlay. Worse yet, these new members
will now have to inherit the burden associated with
maintaining routing tables in the new DHT. In con-
trast, SkipNet isable to provide many DHTsusing a
single set of routing tables per node and new DHTs
can be created simply by having clients create ap-
propriately structured data object names.

Given the naming approach suggested in Sec-
tion 4.1, a simple alternative to searches by name
ID (but not CLB searches) through a SkipNet over-
lay would be to route directly with IP after a DNS
lookup. SkipNet has three key advantages over this
approach. First, in the presence of node failures,
overlay routing provides seamless reassignment of



traffic to nearby nodes within the same organiza-
tion. Second, higher level abstractions such as mul-
ticast [5, 29, 26] and load-aware replication [33] are
easy to implement on top of SkipNet. Third, DNS
failures do not impact data availability, since no ex-
plicit name lookups are made.

8 Analysisof SkipNet

In this section we analyze various properties of
and costs of operationsin SkipNet. Each subsection
begins with a summary of the main results followed
by a brief, intuitive explanation. The remainder of
each subsection proves the results formally.

8.1 Searching by NamelD

Searches by name ID in a dense SkipNet take
O(log;, N') hops in expectation, and O(klog; N)
hops in a sparse SkipNet. Furthermore, these
bounds hold with high probability. (Refer to Sec-
tion 5.1 for the definition of ‘sparse’, ‘dense’, and
parameter k; the basic SkipNet design described in
Section 3 is a sparse SkipNet with £ = 2). We
formally prove these results in Theorem 8.5 and
Theorem 8.2. Intuitively, searches in SkipNet re-
quire this many hops for the same reason that Skip
List searches do: every node's pointers are approx-
imately exponentialy distributed, and hence there
will most likely be some pointer that halves the re-
maining distance to the destination. A dense Skip-
Net maintains roughly a factor of £ more pointers
and makes roughly a factor of & more progress on
every hop.

For theformal analysis, wewill consider asparse
R-Table first, and then extend our analysis to the
dense R-Table. It will be helpful to have the follow-
ing definitions: The node from which the search op-
eration beginsis called the source node and the node
at which the search operation terminates is called
the destination node. The search operation visits
a sequence of nodes, until the destination node is
found; this sequenceis called the search path. Each
step along the search path from one node to the next
is called a hop. Throughout this subsection we will
refer to nodes by their name 1Ds, and we will denote
the name ID of the source by s, and the name ID of
the destination by d.

The rings to which s belongs induce a Skip List
structure on all nodes, with s at the head. To analyze
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the search path in SkipNet, we consider the path
that the Skip List search algorithm would use on the
induced Skip List; we then prove that the SkipNet
search path is no bigger the Skip List search path.
Let P bethe SkipNet search path from s to d using
a sparse R-Table. Let () be the path that the Skip
List search algorithm would use in the Skip List in-
duced by node s. Note that both search paths begin
with s and end with d, and all the nodes in the paths
lie between s and d. To seethat P and () need not
be identical, note that the levels of the pointers tra-
versed in a Skip List search path are monotonically
non-increasing; in a SkipNet search path thisis not
necessarily true.

To characterize the paths P and @, it will be help-
ful to let F(x,y) denote the longest common pre-
fix in z and y’s numeric IDs. The following useful
identities follow immediately from the definition of

F(z,y) = F(y,z) (N
F(z,y) < F(y,z) = F(z,2) = F(z,y) (2
F(z,y) < F(y,2) = F(z,2) > F(z,y) (3)
F(z,y) > f, F(z,2) > f = F(y,2) >  (4)

The Skip List search path, @, includes every node
x between s and d such that no node closer to d has
more digits in common with s. Formally, ¢ con-
tains z € [s,d] if and only if Ay € [z, d] such that
F(s,y) > F(s,x).

The SkipNet search path P contains every node
between s and d such that no node closer to d
has more digits in common with the previous node
on the path. This uniquely defines P by speci-
fying the nodes in order; the node following s is
uniquely defined, and this uniquely defines the sub-
sequent node, etc. Formally, =z € [s,d] immedi-
ately follows w in P if and only if it is the closest
node following w such that iy € [z, d] satisfying
F(w,y) > F(w, ).

Lemma8.1. Let P bethe SkipNet search path from
s to d using a sparse R-Table and let @) be the path
that the Skip List search algorithm would use in
the induced Skip List. Then P is a subsequence of
Q. That is, every node encountered in the SkipNet
search is also encountered in the Skip List search.



Proof: Suppose for the purpose of showing a con-
tradiction that some node z in P does not appear in
Q. Let x be thefirst such node. Clearly x # s be-
cause s must appear in both P and (). Let w denote
x’s predecessor in P; since x # s, x is not the first
nodein P and so w isindeed well-defined. Node w
must belong to Q because x was the first nodein P
thatisnotin Q.

We first consider the case that F(s,z) >
F(s,w), i.e, z shares more digits with s than w
does. We show that this implies that w is not in
Q, the Skip List search path (a contradiction). Re-
ferring back to the Skip List search path invariant,
x € |w,d] playstherole of y, thereby showing that
wisnotin Q.

We next consider the case that F(s,x)
F(s,w), i.e, x shares equally many digits with s
as w does. We show that this implies that = isin
Q), the Skip List search path (a contradiction). Re-
ferring back to the Skip List search path invariant,
By € [w,d] such that F(s,y) > F(s,w). Combin-
ing the assumption of this case, F'(s, w) = F(s,x),
with [z, d] C [w,d], we have that iy € [z,d] such
that F'(s,y) > F(s,z), and therefore z isin Q.

We consider the last case F(s,z) < F(s,w),
i.e.,, x shares fewer digits with s than w does. We
show that this implies that = is not in P, the Skip-
Net search path (a contradiction). Applying Iden-
tity 2 yields that F'(s,z) = F(w,x), i.e., x shares
the same number of digits with w as it does with
s. By the assumption that = is not in @, the Skip
List search path, there exists y € [z, d] satisfying
F(s,y) > F(s,z). Combining F'(s,y) > F(s, )
with the case assumption, F'(s,w) > F(s,z) and
applying Identity 4 yields F(w,y) > F(s,x).
Since F(s,z) = F(w,z), this y aso satisfies
F(w,y) > F(w,z). Combiningthiswithy € [z, d]
implies that y violates the SkipNet search path in-
variant for z; x isnotin P. [ |

A conseguence of Lemma 8.1 is that the length
of the Skip List search path bounds the length of the
SkipNet search path. In the following theorem, we
prove a bound on the length of the SkipNet search
path as a function of D, the distance between the
source s and the destination d, by analyzing the Skip
List search path. Note that our high-probability re-
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sult holds for arbitrary values of D; to the best of
our knowledge, analyses of Skip Lists and of other
overlay networks [31, 27] prove bounds that hold
with high probability for large N. Because of the
SkipNet design, we expect that D < N will be a
common case. Thereis no reason to expect thisin
Skip Lists or other overlay networks.

It will be convenient to define some standard
probability distribution functions. Let f,, 1/(g) be
the distribution function of the binomial distribu-
tion: if each experiment succeeds with probability
1/k, then f,, 1 /1 (g) isthe probability that we see ex-
actly g successes after n experiments. Let F), 1 /4,(g)
be the cumulative distribution function of the bino-
mial distribution: F,, ;/,(g) is the probability that
we see at most g successes after n experiments. Let
G g.1/1(n) bethe cumulative distribution function of
the negative binomial distribution: Gy ; /1.(n) isthe
probability that we see g successes after at most n
experiments.

We use the following two identities below:

Gy1(n)
F i(an—1)<

1
'k

F

n,

1(g—1) (5)

=1-—
i1 (an) fora < ¢ (6)

Identity 5 follows immediately from the definitions
of our cumulative distribution functions, F' and G.
Identity 6 follows from [7, Theorem 6.4], where we
substitute our an for their k, our 1/ for their p, and
our 1 — 1/k for their q.

Theorem 8.2. Using a sparse R-Table, the expected
number of search hopsin SkipNet is

O(klogy, D)

to arriveat a node distance D away fromthe source.
More precisely, there exist constants zp = /e and
to = 9, such that for ¢ > ¢, the search requires no
more than (tklog, D + t2k) hops with probability
atleast 1 — 3/2§.

Proof: By Lemma 8.1, it suffices to upper bound
the number of hopsin the Skip List search path; we
focus on the Skip List search path for the remainder
of the proof. Define g to be t + log;, D. Let X
be the random variable giving the maximum level
traversed in the Skip List search path. We now show
that Pr[X > g] issmall. Note that the probability



that a given node matches s in g or more digits is
1/k9. By asimple union bound, the probability that
any node between s and d matches s in g or more
digitsisat most D /k9. Thus,

Pr(X >g| < DJKI
- 1/kg—long
=1/k

Let Y be the random variable giving the number
of hops traversed in a Skip List search path, and de-
fine m to be tkg, i.e., m = (tklog, D + t°k). We
will upper bound the probability that Y takes more
than m hopsvia

PrlY >m]= PrlY >mand X < ¢

[

+PrlY >mand X > g]
[
[

< PrlY >mand X < ¢

+P7"X>g]

It remains to show that the probability the search
takes more than m hops without traversing a level
g pointer is small. The classical Skip List analy-
Sis[24] upper bounds this probability using the neg-
ative binomia distribution, showing that Pr[Y >
mand X < g] <1—Gyq(m). Using Identity 5,
wehave 1 — Gy (m) = Fp,1/(9 — 1). Setting
a = 1/tk and applying ldentity 6 gives the follow-
ing upper bound:

1—

(6%
T ogdmi(em)

F
ak ™k

m

F %(am—l) <

(9—1) =

1
'k

k isat most 2, sincet and k are both at
least 2. Th|sy|eldsthat m,1/k(g — 1) islessthan:

2<?”>(1/k)(1-1/k)m9
()
(tk

< 2¢9 log tkg (

2

—1/k)™(1 ~

v

(1/k)9( —1/k)

9

<29

(1/k)?e (1 —1/k)~*
1

I _glogk —t
e—9logk —tg g
V2mg ) )

< 2¢9 logtkgefgloggegefglog ke
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—19¢9
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— 92¢9 log t+g+g—tg
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_ 26(7t+10g t+2)g

Fort > 9, wehave —t + logt +2 < —t/2 < 0
and so e(~ttlogt+2)g  o=1/2 Thys,

Foaw(g) < 2¢71/2

Combining our results and letting zp = /e yields

PrlY >m| < PrlY >mand X < g] + Pr[X > g]
<2/et? 1)kt
<3/

Setting tp = 9, for t > ty, we have that Pr[Y >
m| < 3/zL. Thatis, Pr[Y < m] >1-3/z{. The
expectation bound straightforwardly follows. W

We now consider the case of searching by name
ID inaSkipNet using adense R-Table. Recall that a
dense R-Table pointsto the k — 1 closest neighbours
in each direction at each level. Note that it would be
possible to use the same approach to create a‘ dense
Skip List’, but such a structure would not be useful
because in a Skip List, comparisons are typicaly
more expensive than hops. Whenever we refer to a
Skip List, we are always referring to a sparse Skip
List. Define P to be the SkipNet search path with
a dense R-Table and, as before, let @ be the path
that the Skip List search algorithm would use in the
induced Skip List.

To characterize the path P, it will be helpful to
let G(z,y, h) denote to be the number of hops be-
tween nodes x and y in the ring that contains them
both at level h. If h > F(z,y) (meaning nodes x
and y are not in the samering at level 1), we define
G(z,y,h) = oco. Note that node x has a pointer to
node y at level b if and only if G(z,y,h) < k. At
each intermediate node on the SkipNet search path
we hop using the pointer that takes us as close to the
destination as possible without going beyond it. The
formal characterization is: = € [s,d] immediately
followsw in P if and only if G(w, z, F(w, z)) < k
and Ay, hsuchthat = < y < d and G(w,y, h) < k.

Lemma 8.3. Let P bethe SkipNet search path with
a dense R-Table and let  be the path that the Skip
List search algorithmwould use in the induced Sip
List. Then P isa subsequence of ().



Proof: The proof begins by defining the same
guantities as in the proof of Lemma 8.1. Suppose
for the purpose of showing a contradiction that some
node z in P does not appear in Q. Let x be thefirst
such node; clearly x # s because s must appear in
both P and . Let w denote z’s predecessor in P;
since x # s, x is not the first node in P and so w
is indeed well-defined. Node w must belong to @
because x was thefirst nodein P that isnotin Q.

We consider the three cases that F(s,z) >
F(s,w),F(s,z) = F(s,w),F(s,z) < F(s,w)
separately. The first two were shown to lead to a
contradiction in the proof of Lemma8.1 without ref-
erence to the SkipNet search path; thusit remainsto
consider only the case F'(s,x) < F(s,w).

Let! = G(w,x, F(w,x)) be the number of hops
between w and x in the highest ring that contains
them both. Since z € P, we must have ! < k (from
the characterization of the dense SkipNet search
path). Since z ¢ @, there must exist y € [z,d]
such that F'(s,y) > F(s,z) (from the characteri-
zation of the Skip List search path). Sincew € Q
and y € [w,d], it cannot be the case that F'(s,y) >
F(s,w), otherwise that would contradict the fact
that w € @ (using the Skip List search path char-
acterization again). Therefore F'(s,y) < F(s,w),
and ldentity 3 yields that F(w,y) > F(s,y). Ap-
plying Identity 2to F'(s,z) < F(s,w) (the case as-
sumption) implies F(w,z) = F(s,z). Putting the
inequalities together yields F(w,y) > F(s,y) >
F(s,x) F(w,z). We apply the conclusion,
F(w,y) > F(w,z), in the rest of the proof to de-
rive a contradiction.

Consider the ring containing w at level F(w,y).
Node y must be in this ring but node = cannot be
because F(w,y) > F(w,x). Starting a w, con-
sider traversing this ring until we encounter z, the
first node on thisring with = < z (to theright of z).
Such a node z must exist because y isin this ring
andz < y. Notethat z < z <y < d.

Sincethisring at level F'(w,y) isastrict subset of
thering at at level F'(w,z) (in particular, z isnotin
it), it takesat most I < k hopsto traverse from w to
z. Wenow havez < z < dand G(w, z, F(w,y)) <
k, which contradicts the fact that « € Q. [ |

Lemma 8.4. Let P bethe SkipNet search path from
s to d using a dense R-Table. Let @ be the search
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path from s to d in the induced Skip List. Let m be
the number of hops along path @@ and let g be the
maximum level of a pointer traversed on path Q.
Then the number of hops taken on path P is at most
g tg+1

Proof: Let @ = (s,q1,...,qn) be the sequence
of nodes on path @), where ¢,,, = d. By choice of
g, F(s,q;) < gforali > 1. Thus, the ¢; nodes
are partitioned into levels according to the value of
F(s,q;). Recall that F'(s, ¢;) ismonotonically non-
increasing with 7 since Q isa Skip List search path.
Thus the nodes in each partition are contiguous on
path Q.

Suppose P contains ¢;. Using the dense R-Table,
it is possible to advance in one hop to any node in
the Skip List path that isat most k£ — 1 hops away at
level F'(s,q;). Thus, if there are [; nodes at level i
in P, then Q contains at most [1;/(k — 1)] of those
nodes. Summing over al levels, (Q contains at most
g + g+ 1 nodes. [ |

Theorem 8.5. Using a dense R-Table, the expected
number of search hopsis

O(logy, D)

toarriveat a node distance D away fromthe source.
More precisely, for constants z Ve and ty
9, and for t > tg, the search completes in at most
(2t + 1) log, D + 2t + ¢ + 1 hops with probability
atleast 1 —3/2§.

Proof: Asin the proof of Theorem 8.2, with prob-
ability at least 1 — 3/2} the number of levelsin the
Skip List search path is a most ¢ = ¢ + log, D,
and the number of hops is a most m = tkg =
(tklog, D + t2k). Applying Lemma 8.4, the num-
ber of hopsin the dense SkipNet search path is

m tkg

— 1=—>— 1

k_1+g+ k_1+g+
<2tg4+g+1=(2t+1)g+1
= (2t + 1)(t + log, D) + 1

= (2t +1)log, D+ 2t +t+1



8.2 Correspondence between SkipNet and
Tries

The pointers of a SkipNet effectively make every
node the head of a Skip List ordered by the nodes
name IDs. Simultaneously, every node is also the
root of atrie [10] on the nodes' numeric IDs. Thus
the SkipNet simultaneously implements two distinct
data structures in a single structure. One implica-
tion is that we can reuse the trie analysis to deter-
mine the expected number of non-null pointers in
the sparse R-Table of a SkipNet node. This extends
previous work relating Skip Lists and tries by Pa-
padakis in [22, pp. 38]: The expected height of
a Skip List with N nodes and parameter p corre-
sponds exactly to the expected height of a L-ary trie
with N + 1 keys drawn from the uniform [0, 1] dis-
tribution.

Recall that ring membership in a SkipNet is de-
termined asfollows. For ¢ > 0, two nodes belong to
thesamering at level ¢ if thefirst ¢ digits of their nu-
meric ID match exactly. All nodes belong to the one
ring at level 0, which is called the root ring. Note
that if two nodes belong to ring R at level ¢ > 0
then they must aso belong to the samering at level
i — 1, which werefer to asthe parent ring of ring R.
Moreover, every ring R a level + > 0 is partitioned
into at most £ digoint rings at level ¢ + 1, which
we refer to as the child rings of ring R. Thus, the
rings naturally form a Ring Tree which is rooted at
the root ring.

Given aRing Tree, one can construct atrie asfol-
lows. First, remove all rings whose parent ring con-
tains a single node — this will collapse any subtree
of the trie that contains only a single node. Every
remaining ring that contains a single node is called
aleaf ring; label the leaf ring with the numeric ID of
its single node. The resulting structure on the rings
isatrie containing all the numeric IDs of the nodes
in the SkipNet.

Let Yy bethe random variable denoting the num-
ber of non-null right (equivalently, left) pointersat a
particular node in a SkipNet containing N nodes.
Papadakis defines Dy to be the random variable
giving the depth of anode in a k-ary trie with keys
drawn from the uniform [0, 1] distribution. Note that
Yy isidentica to the random variable giving the
depth of anode’s numeric ID in the trie constructed
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above, and thuswehave Yy = Dy.

We may use this correspondence and Papadakis
analysisto show that E[Yy] = 1 + V% (N), where
V% (N) is(asdefined in [17]):

. g—1

NY (_pyoa- (/R

g 1= (1/k)
Knuth proves in [17, Ex. 6.3.19] that V%(N) =
log, N + O(1), and thus the expected number of

right (equivaently, left) non-null pointers is given
by E[Yn] =log, N + O(1).

9=2

8.3 Searching by Numeric ID

SkipNet supports searches by numeric ID aswell
as searches by name ID. Searches by numeric ID
in a dense SkipNet take O(log;, N') hops in expec-
tation, and O(klog;, N) in a sparse SkipNet. We
formally prove these results in Theorem 8.6. Intu-
itively, search by numeric ID corrects digits one at
atime and needs to correct at most O(log;, N) dig-
its. In the sparse SkipNet correcting a single digit
requires about O(k) hops, while in the dense case
only O(1) hops are required.

Theorem 8.6. The expected number of hops in a
search by numeric ID using a sparse R-Table is
O(klog, N). In a dense R-Table, the expected
number of hops is O(log;, V). Additionally, these
bounds hold with high probability (i.e., the number
of hopsis close to the expectation).

Proof: We usethe same upper bound asin the proof
of Theorem 8.2,

Pr[search takes more than m hops]|
< Pr[more than m hops and at most g levels|
+ Pr[morethan g levels|

and bound the two terms separately. In Theo-
rem 8.2 we showed that the maximum number of
digits needed to uniquely identify a node is g =
O(log; N) with high probability, and thus no search
by numeric ID will need to climb more than this
many levels. Thisupper boundstheright-hand term.
The number of hops necessary on any given level in
the sparse R-Table before the next matching digit is



found isupper bounded by ageometric random vari-
ablewith parameter 1/k. The sum of g of these ran-
dom variables has expectation gk, and this random
variable is close to its expectation with high prob-
ability (by standard arguments). Thus the expected
number of hops in a search by numeric ID using a
sparse R-Tableis O(k log;, N'), and additionally the
bound holds with high probability.

For a search by numeric ID using a dense R-
Table, we upper bound the number of hops neces-
sary on any given level differently. Informally, in-
stead of performing one experiment that succeeds
with probability 1/k repeatedly, we perform k£ — 1
such experiments simultaneously. Formally, the
probability of finding a matching digit in one hop
isnow 1 —(1—1/k)k=1 > 1/2. Therefore the anal-
ysis in the case of a sparse R-Table need only be
modified by replacing the parameter 1/k with 1/2.
Thusthe expected number of hopsin asearch by nu-
meric ID using a dense R-Table is O(log;, V), and
additionally the bound holds with high probability.
[ |

8.4 Node Joinsand Departure

We now analyze node join and departure opera-
tions using the analysis of both search by name ID
and by numeric ID from the previous sections. As
described in Section 3.6, a node join can be imple-
mented using a search by numeric ID followed by
asearch by name ID, and will require O(k log;, N)
hops in either a sparse or a dense SkipNet. Imple-
menting node departure is even easier: Asdescribed
in Section 3.6, a departing node need only notify its
left and right neighbors at every level that it isleav-
ing, and that the left and right neighbors of the de-
parting node should point to each other. Thisyields
abound of O(log;, V) hops for the sparse SkipNet
and O(k log;, N) for the dense SkipNet, where hops
measure the total number of hops traversed by mes-
sages since these messages may be sent in parallel.

Theorem 8.7. The number of hops required by a
node join operation is O(k log;, V) in expectation
and with high probability in either a sparse or a
dense SkipNet.

Proof: The join operation can be decomposed into
a search by numeric ID, followed by a Skip List
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search by name ID. Because of this, the bound on
the number of hops follows immediately from The-
orem 8.2 and Theorem 8.6. It only remainsto estab-
lish that the join operation finds al required neigh-
bors of the joining node.

For a sparse SkipNet, the joining node needs a
pointer at each level h to the node whose numeric
ID matchesin h digits that is closest to the right or
closest to theleft in the order onthe name IDs. For a
dense SkipNet, the joining node must find the same
nodes asin the sparse SkipNet case, and then notify
k — 2 additiona neighbors at each level.

Thejoin operation beginswith asearch for anode
with the most numeric 1D digits in common with
the joining node. The search by name ID opera-
tion for the joining node starts at this node, and it
is implemented as a Skip List search by name ID;
the pointers traversed are monotonically decreasing
in height, in contrast to the normal SkipNet search
by name ID. Whenever the Skip List search path
dropsalevel, it isbecausethe current node at level h
points to a node beyond the joining node. Therefore
thislast node at level h on the Skip List search path
is the closest node that matches the joining node in
h digits. Thisgivesthelevel h neighbor on oneside,
and the joining node’s level h neighbor on the other
side is that node’s former neighbor. The message
traversing the Skip List search path accumulatesthis
information about all the required neighbors on its
way to the joining node. This establishes the cor-
rectness of the join operation. |

8.5 Node Stress

We now anayze the distribution of load when
performing searches by name ID using R-Tables.
To analyze the routing load, we must assume some
distribution of routing traffic. We assume a uni-
form distribution on both the source and the des-
tination of al routing traffic. Under some routing
agorithms (which happen not to preserve path lo-
cality), the distribution of routing load is obviously
uniform. For example, if routing traffic were always
routed to theright, the load would be uniform. If the
source and destination name ID do not share acom-
mon prefix, then path locality isnot an issue and the
SkipNet routing agorithm may randomly choose a



direction in which to route — such traffic is uni-
formly distributed.

If the SkipNet routing agorithm can preserve
path locality, it does so by always routing in the di-
rection of the destination (i.e., if the destination is
to the right of the source, routing proceeds to the
right). We show that in this case load is approxi-
mately balanced: very few nodes' loads are much
smaller than the average load. We also shows that
no node’s load exceeds the average load by more
than a constant factor with high probability; this re-
sult is relevant whether the routing algorithm pre-
serves path locality or not. In the interest of sim-
plicity, our proof assumes that £ = 2; asimilar re-
sult holds for arbitrary k. Also, we have previously
given an upper bound of O(log d) on the number of
hops between two nodes at distance d. In order to
estimate the average load, we assume a tight bound
of ©(log d) without proof.

Theorem 8.8. Consider an interval on which we
preserve path locality containing NV nodes. Thenthe
u™ node of the interval bears a @(logmif)‘éi‘%v*“})
fraction of the average load in expectation.

Proof: Wefirst establish the expected load on node
u due to routing traffic between a particular source
[ and destination . The search path can only en-
counter v if, for some h, the numeric IDs of | and
u have a common prefix of length A but no node
between v and r has a longer common prefix with
. We observe that every node's random choice of
numeric ID digitsisindependent, and apply aunion
bound over h to obtain the following upper bound
on the probability that the search encounters u. De-
note the distance from « to r by d.

Pr[search encounters u]
<> Pr{uand share / digits|
h>0
- Pr[no node between « and r shares more]

> ()

~ 9h+1
Denote the term in the above summation by
H(h). Because H(h) fals by a most a factor of
2 when h increases by 1, we can upper bound the
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summation using:

d H(h)<2-

h>0

H(h)dh
h>0
Making the change of variablesa = 1 — 5, and
hence da = 2% - dh, we obtain:

H(h)dh = /

a=

)d+1

1

h>0
_ 2 2
T2 d+1
This completes the anadysis of a single
source/destination pair. A similar single pair
analysis was also noted in [1]. We complete our
theorem by considering all source/destination pairs.
Our bound on the average load of anodeis given
by the total number of source/destination pairs mul-
tiplied by the bound on search hops divided by the
total number of nodes. Summing over all therouting
traffic that passes through » and dividing by the av-
erage load yields the proportion of the average load
that « carries. To within a constant factor, thisis:

1 1
Zle[lm—l] Zre[u-i-lm] <|uTl| + |u—r|>

((3)log N)/(N)
ulog(N —u) + (N —u)logu
(V= 1D)log V)2

)

1 = 0(1/d)

:@(

log min{u, N — u}
log N

Corollary 8.9. The number of nodes with expected
load less than O(« - average load) is N,

Proof: Apply Theorem 8.8 and note that llggg]é

impliesthat w < N¢.

<

This completes the analysis showing that few
nodes expect to do much less work than the aver-
age node in the presence of path locality. Our next
theorem shows that it is very unlikely any node will
carry more than a constant factor times the average
load; this analysis is relevant whether the routing
policy maintains path locality or not.

Theorem 8.10. With high probability, no node
bears more than a constant factor times the average
load.



Proof: Consider any node u. There are at most N
nodes to the left of « and a most N nodes to the
right. Asin the previoustheorem, let [ and  denote
nodes to the left and right of « respectively. Then
the Skip List path from [ to » (of which the SkipNet
path is a subsequence) encounters u only if thereis
some number h such that [ and u share exactly h
bits, but no node between « and r shares exactly h
bits with u. Considering only routing traffic pass-
ing from left to right affects our bound by at most a
factor of two.

Let L;, be arandom variable denoting the num-
ber of | that share exactly h bits with u. Let Ry
denote the number of » such that no node between
u and r shares exactly h bits with u. (Note that if
r shares exactly h bits with w, it must share more
than & bits with [, and thus routing traffic from [ to
r does not pass through «.) The analysisin the pre-
vious paragraph impliesthat the load on u is exactly
> n LnRy. We desire to show that this quantity is
O(N log N) with high probability.

The random variable L;, has the binomia dis-
tribution with parameter 1/2"+1. From this obser-
vation, standard arguments (that we have made ex-
plicit in earlier proofs in this section) show that L,
has expectation N/2"*1, and for h € [0,log N —
loglog N], L, = O(N/2"1) with high probabil-
ity. The number of [ that share more than log N —
loglog N bits with u is log N in expectation, and
is O(log N) with high probability; these I (whose
number of common bits with « we do not bound)
can contribute at most O(N log N) to the final to-
tal.

To analyze the random variables Ry, we intro-
duce new random variables R;, that stochastically
dominate R;,. In particular, let R, be the dis-
tance from w to the first node after node RZ-1 that
matches u in exactly h bits. Also, let R, = Ry.
We define additional random variables Y}, using the
recurrence R), = .7 Y;. TheY}, are completely
independent of each other; Y}, only depends on the
random bit choices of nodes after the nodes that de-
termine Y.

The random variable Y}, is distributed as a geo-
metric random variable with parameter 1/2"+! (and
upper bounded by N). We rewrite the quantity we
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desire to bound as

> LnRn =
h
log N—loglog N

D

h=0

O(NlogN) + 0

h

Using that the N/2"+! form a geometric series, we
apply the upper bound

h
N
oh+1 Z Y <
h=0 i=0

We havethat ) ", Ly R, equals O(N log N) plus
the sum of (dlightly fewer than) log NV independent
random variables, where the h*" random variableis
distributed like a geometric random variable with
parameter 1/2" multiplied by O(N/2"), and thus
has expectation O(N). Thisyieldsthe O(N log N)
bound with high probability. [ |

log N—loglog N log N—loglog N

D

h=0

2N

ohi1 Yh

8.6 Virtual Node Analysis

We outlined in Section 5.5 a scheme by which
a single physical node could host multiple virtual
nodes. Using this scheme, the bounds on search
hops are unaffected, and the number of pointers
per physical node is only O(klog;, N + kv) in the
dense case, where v is the number of virtual nodes.
In the sparse case, the number of pointers is just
O(log;, N +v).

Intuitively, we obtain this by relaxing the re-
quirement that nodes after the first have height
O(log;, N). We instead alow node heights to be
randomly distributed as they arein a Skip List. Be-
cause Skip List nodes maintain a constant number
of pointers in expectation, we add only O(k) point-
ers per virtual node in the dense case, and O(1) in
the sparse case. Search are still efficient, just asthey
areinaSkip List.

Theorem 8.11. Consider a single physical node
supporting v virtual nodes using the scheme of
Section 5.5. In the dense case, searches require
O(log; D) hops, and the number of pointers is
O(klog;, N + kv). In the sparse case, searches re-
quire O(k log;, D) hops, and the number of pointers
is O(log;, N + v). All these bounds hold in expec-
tation and with high probability.



Proof: The bound on the number of pointersis by
construction. Consider the sparse case. The lead-
ing term in the bound, O(log;, V), is due to the one
virtual node that is given all of its SkipNet point-
ers. The additional virtual nodes have heights given
by geometric random variables with parameter 1/2,
which is O(1) in expectation. The claimed bound
on the number of pointersimmediately follows, and
the dense case follows by an identica argument
with an additional factor of k.

We now analyze the number of search hops, fo-
cusing first on the sparse case. Because we might
begin the search at a virtual node that does not
have full height, we will break the analysis into
two phases. During the first phase, the search path
uses pointers of increasing level. At some point, we
encounter a node whose highest pointer goes be-
yond the destination. From this point on (the sec-
ond phase), we consider the Skip List search path to
the destination that begins at thisnode. Asin Theo-
rem 8.2, the rest of the actual search path will be a
subsequence of this Skip List path.

As in Theorem 8.2, the maximum level of any
pointer inthisinterval of D nodesisO(log;, D) with
high probability. Suppose that some particular node
t isthefirst node encountered whose highest pointer
points beyond the destination. In this case, the first
phase is exactly a search by numeric ID for ¢'s nu-
meric 1D, and therefore the high probability bound
of Theorem 8.6 on the number of hops applies. The
second phase is a search from ¢ for d, and the high
probability bound of Theorem 8.2 on the number
of hops applies. There is a subtlety to this second
argument — although some or al of the intermedi-
ate nodes may be virtual, the actual search path is
necessarily a subset of the search path in the Skip
List induced by ¢ (by the arguments of Lemma 8.1
and Lemma8.3). We previously supposed that ¢ was
fixed; becausethere are at most D possibilitiesfor ¢,
considering all such possihilitiesincreases the prob-
ability of requiring more than O(k log,, D) hops by
at most afactor of D. Because the bound held with
high probability initially, the probability of exceed-
ing this bound remains negligible.

Thisyieldsthe result in the sparse case. Aniden-
tical argument holds in the dense case. [ |
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8.7 RingMerge

We now analyze the performance of the proactive
algorithm for merging disjoint SkipNet segments,
as described in Section 6. Consider the merge of a
single SkipNet segment containing M nodes with a
larger SkipNet segment containing /N nodes. In the
interest of simplicity, our discussion assumes that
k = 2; asimilar analysis applies for arbitrary k.
Recall that the expected maximum level of aringin
the merged SkipNet is O(log N) with high proba-
bility (Section 8.2). Intuitively, the expected time
to repair aring at agiven level after having reached
that level is O(1) and ring repair occurs in parallel
across all rings at a given level. This suggests that
the expected time required to perform the merge op-
erationisO(log N), and we will show thisformally
in Theorem 8.12 under the assumption that the un-
derlying network accommodates unbounded paral -
Ielization of the repair traffic. In practice, the band-
width of the network may impose a limit: doing
many repairs in parallel may saturate the network
and hence take more time.

The expected amount of work required by the
mergeis O(M log(N/M)) = O(N). Wefirst give
an intuitive judtification for this. The merge op-
eration repairs at most four pointers per SkipNet
ring. Since the total number of rings in the merged
SkipNet is O(N) and the expected work required
to repair a ring is O(1), the expected total work
performed by the merge operation is O(N). Ad-
ditionally, if M is much less than N, the bound
O(M log(N/M)) proved in Theorem 8.13 is much
lessthan O(N).

Now consider an organization consisting of S
digoint SkipNet segments, each of size at most M,
merging into a global SkipNet of size N. In this
case, the merge algorithm sequentially merges each
segment of the organization one at a time into the
global SkipNet. The tota time required in this
case is O(Slog N) and the total work performed
is O(SM log(N/M)); these are straightforward
corollaries of Theorem 8.12 and Theorem 8.13.

Theorem 8.12. The time to merge a SkipNet seg-
ment of size M with a larger SkipNet segment of
size N isO(log N) with high probability, assuming
sufficient bandwidth in the underlying network.

Proof: After repairing aring, the merge operation



branches to repair both child rings in paralel, un-
til there are no more child rings. Using the anal-
ogy with tries from Section 8.2, consider any path
along the branches from the root ring to aring with
no children. We show that this path uses O(log V)
hops with high probability. Union bounding over all
such paths will complete the theorem.

We can assume that the height of any pointer
is a most ¢;log N. The number of hops to tra-
verse this path is then upper bounded by a sum of
c1 log N geometric random variables with param-
eter 1/2. We now show that this sum is at most
c2log N = O(log N) with high probability. Ap-
plying the same reduction as in Section 8.1, using
Identity 5 and Identity 6, we obtain the following
upper bound on the probability of taking more than
co log N hops:

Fcz logN,l/Q(Cl log N)

l—ca/e
- Tcl/czfcz log N,1/2(c11og N)
N Ll/@ e2loa ¥ (1/2)0210gN
1—2c1/cy c1log N
log N
< 1-— 01/02 CQ ]OgN 01 og (1/2)62 .
< 1—c1/ca CQ]OgNCllogN .
1—2¢1/co cl crlogy N oz N
1-— Cl/C2 CQ 6 c1 10g]\[2_C2 log N

Choosing ¢ max{7cy, 7}, this is a most
2N~2. Applying a union bound over the N pos-
sible paths completes the proof. [ |

Theorem 8.13. The expected total work to merge
a SkipNet segment of size M with a larger SkipNet
segment of size N isO(M log(N/M)).

Proof: Supposeall the pointers at level ¢ have been
repaired and consider any two level ¢ + 1 rings that
are children of a single level i ring. To repair the
pointers in these two child rings, the nodes adjacent
to the segment boundary at level i must each find
thefirst nodein the direction away from the segment
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boundary who differs in the i*" bit. The number of
hops necessary to find either node is upper bounded
by a geometric random variable with parameter 1/2.
Only O(1) additional hops are necessary to finish
the repair operation.

By considering a particular order on the random
bit choices, we show that the number of additional
hops incurred in every ring repair operation are in-
dependent random variables. Let al the level i bits
be chosen before the level i + 1 bits. Then the num-
ber of hops incurred in fixing any two level i + 1
rings that are children of the same level ¢ ring de-
pends only on the level ¢ + 1 random bits of those
two rings. Also, only rings that require repair ini-
tiate a repair operation on their children. Therefore
we can assume that the level ¢ rings from which we
will continue the merge operation are fixed before
we choose the level i + 1 bits. Hence the number of
hops incurred in repairing these two child rings is
independent of the number of hops incurred in the
repair of any other ring.

We now consider the levels of the pointers that
require repair. For low levels, we use the bound
that the number of pointers needing repair at level
i isat most 2¢ because there are at most 2° rings at
thislevel. For higher levels, we prove a high prob-
ability bound on the total number of pointers that
need to be repaired, showing that the total number
is M (log N + O(1)) with high probability in M.

A node of height i cannot contribute more than
i pointers to the total number needing repair. We
upper bound the probability that a particular node’'s
height exceeds h by:

N+ M
oh

2N
Sz_h

Thus each node's height is upper bounded by a geo-
metric random variable starting at (log N + 1) with
parameter 1/2, and these random variables are in-
dependent. By standard arguments, their sum is at
most M (log N + 3) with high probability in M.
The contribution of the first log M levels is
a most 2M pointers, while the remaining levels
contribute at most M(log N + 3 — log M) with
high probability. In total, the number of point-
ers is O(Mlog(N/M)). The total number of
hops is bounded by the sum of this many geomet-
ric random variables. This sum has expectation

1
" 9h—log N—1

Prlheight > h] <



O(M log(N/M)) and is close to this expectation
with high probability, again by standard arguments.
|

8.8 Incorporating the P-Table and the C-Table

We first argue that our bounds on search by nu-
meric 1D, node join, and node departure continue
to hold with the addition of C-Tables to SkipNet.
Search by numeric ID corrects at least one digit on
each hop, and there are never more than O(log,, N)
digitsto correct (Section 8.2). Construction of a C-
Table during node join amounts to a search by nu-
meric ID, using C-Tables, from an arbitrary Skip-
Net node to the joining node. This yields the same
bound on node join as on search by numeric ID.
During node departure, no work is performed to
maintain the C-Table.

We only give an informal argument that search
by name D, nodejoin, and departure continue to be
efficient with the addition of P-Tables. Intuitively,
search by name ID using P-Tables encounters nodes
that interleave the R-Table nodes and since the R-
Table nodes are exponentialy distributed in expec-
tation, we expect the P-Table nodes to be approx-
imately exponentialy distributed as well. Thus
search should still approximately divide the distance
to the destination by & on each hop.

P-Table construction during node joinismorein-
volved. Suppose that the intervals defined by the R-
Table are perfectly exponentialy distributed. Find-
ing a node in the furthest interval is essentially a
single search by name D, and thustakes O (log;, V)
time. Suppose the interval we are currently in con-
tains g nodes. Finding a node in the next closest
interval (containing at least g/k nodes) has at least
constant probability of requiring only one hop. If
we don't arrive in the next closest interval after the
first hop, we expect to be much closer, and we ex-
pect the second hop to succeed in arriving in the
next closest interval with good probability. Iterat-
ing over dl intervals, the total number of hops is
O(klog, N) tofill in every P-Table entry.

This completes the informa argument for con-
struction of P-Tables during node join. As with
C-Tables, no work is performed to maintain the P-
Table during node departure.
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9 Experimental Evaluation

To understand and evaluate SkipNet's desigh and
performance, we used a simple packet-level, dis-
crete event simulator that counts the number of
packets sent over a physical link and assigns either
aunit hop count or specified delay for each link, de-
pending upon the topology used. It does not model
either queuing delay or packet |osses because mod-
eling these would prevent smulation of large net-
works.

We implemented three overlay network designs:
Pastry, Chord, and SkipNet. The Pastry implemen-
tation is described in Rowstron and Druschel [27].
Our Chord implementation is the one available on
the MIT Chord web site [14], adapted to operate
within our ssimulator. For our simulations, we run
the Chord stabilization algorithm until no finger
pointers need updating after all nodes have joined.
We use two different implementations of SkipNet: a
“basic” implementation based on the design in Sec-
tion 3, and a*“full” implementation that uses the en-
hancements described in Section 5. For “full” Skip-
Net, we run two rounds of stabilization for P-Table
entries before each experiment.

All our experiments were run both on a Merca-
tor topology [32] and aGT-ITM topology [35]. The
Mercator topology has 102, 639 nodes and 142, 303
links. Each node is assigned to one of 2,662 Au-
tonomous Systems (ASs). Thereare4, 851 linksbe-
tween ASs in the topology. The Mercator topology
assigns a unit hop count to each link. All figures
shown in this section are for the Mercator topol-
ogy. The experiments based on the GT-ITM topol-
ogy produced similar results.

Our GT-ITM topology has5050 corerouters gen-
erated using the Georgia Tech random graph gener-
ator according to a transit-stub model. Application
nodes were assigned to core routers with uniform
probability. Each end system was directly attached
by a LAN link to its assigned router (as was done
in [5]). We used the routing policy weights gen-
erated by the Georgia Tech random graph genera
tor [35] to perform IP unicast routing. The delay of
each LAN link was set to 1ms and the average delay
of corelinks was 40.5ms.



9.1 Methodology

We measured the performance characteristics of
lookups using the following evaluation criteria:

Relative Delay Penalty (RDP): The ratio of the
length of the overlay network path between two
nodes to the length of the IP-level path between
them.

Physical network distance: The absolute length
of the overlay path between two nodes, in terms of
the underlying network distance. In contrast, RDP
measures the penalty of using an overlay network
relative to IP. However, since part of SkipNet’'s goal
is to enable the placement of data near its clients,
we aso care about the absolute length in network
distance of the path traversed by aDHT lookup. For
the Mercator topology the length of the path is given
in terms of physical network hops since the Merca-
tor topology does not provide link latencies. For
the GT-ITM topology we use latency, measured in
terms of milliseconds.

Number of failed lookups: The number of un-
successful lookup requests in the presence of fail-
ures.

We aso model the presence of organizations
within the overlay network; each participating node
belongs to a single organization. The number of or-
ganizations is a parameter to the experiment, asis
the total number of nodes in the overlay. For each
experiment, the total number of client lookups is
twice the number of nodes in the overlay.

The format of the names of participating nodes
is org-name/node-name. The format of data ob-
ject names is org-name/node-name/random-obj-name.
Therefore we assume that the “owner” of a particu-
lar data object will name it with the owner node's
name followed by a node-local object name. In
SkipNet, this results in a data object being placed
on the owner’s node; in Chord and Pastry, the ob-
ject is placed on a node corresponding to the MD-5
hash of the object’s name. For constrained load bal -
ancing experiments we use data object names that
include the ‘" delimiter following the name of the
organization.

We model organization sizes two ways. a uni-
form model and a Zipf-like model.

e In the uniform model the size of each organi-
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zation is uniformly distributed between 1 and
N — the total number of application nodes in
the overlay network.

In the Zipf-like model the size of an organiza-
tion is determined according to a distribution
governed by —125 0.5 and normalized to the
total number of overlay nodes in the system.
All other Zipf-like distributions mentioned in
this section are defined in asimilar manner.

We model three kinds of node locality: uniform,
clustered, and Zipf-clustered.

e In the uniform model, nodes are uniformly
spread throughout the overlay.

In the clustered model, the nodes of an or-
ganization are uniformly spread throughout a
single randomly chosen autonomous system in
the Mercator topology and throughout a ran-
domly chosen stub network in GT-ITM. In
Mercator we ensure that the selected AS has
at least 1/10-th as many core router nodes as
overlay nodes. In GT-ITM we place organi-
zations above a certain size on " stub clusters”.
These are stub networks that all connect to the
same transit link.

For Zipf-clustered, we place organizations
within ASes or stub networks, as before. How-
ever, the nodes of an organization are spread
throughout its AS or stub network as follows:
A “root” physical node is randomly placed
within the AS or stub network and al over-
lay nodes are placed relative to this root, at
distances modeled by a Zipf-like distribution.
In this configuration most of the overlay nodes
of an organization will be closely clustered to-
gether within their AS or stub network. This
configuration is especialy relevant to the Mer-
cator topology, in which some ASes span large
portions of the entire topology.

Data object names, and therefore data placement,
is modelled similarly. In a uniform model, data
names are generated by randomly selecting an or-
ganization and then a random node within that or-
ganization. In a clustered model, data names are
generated by selecting an organization according to



a Zipf-like distribution and then a random member
node within that organization. For Zipf-clustered,
data names are generated by randomly selecting an
organization according to a Zipf-like distribution
and then selecting a member node according to a
Zipf-like distribution of its distance from the “root”
node of the organization. Note that for Chord and
Pastry, but not SkipNet, hashing spreads data ob-
jects uniformly among all overlay nodesin all these
three models.

We mode locality of data access by specifying
what fraction of all data lookups will be forced to
request data local to the requestor’s organization.
Finally, we model system behavior under Internet-
like failures and study document availability within
a disconnected organization. We simulate domain
isolation by failing the links connecting the organi-
zation's AS to the rest of the network in Mercator
and by failing the relevant transit linksin GT-IM.

Each experiment is run ten different times, with
different random seeds, and the average values are
presented. For SkipNet, we used 128-bit random
identifiersand aleaf set size of 16 nodes. For Pastry
and Chord, we used their default configurations [14,
27].

Our experiments measured the costs of sending
overlay messages to overlay nodes using the dif-
ferent overlays under various distributions of nodes
and content. Data gathered included:

Application Hops. The number of application-
level hops required to route a message via the over-
lay to the destination

Relative Delay Penalty (RDP): The ratio be-
tween the average delay using overlay routing and
the average delay using | P routing.

Experimental parameters varied included:

Overlay Type: Chord, Pastry, Basic SkipNet, or
Full SkipNet.

Topology: Mercator (the default) or GT-ITM.

Message Type: Either DHT Lookup (the de-
fault), indicating that messages are DHT lookups,
or Send, indicating that messages are being sent to
randomly chosen overlay nodes.

Nodes (N): Number of overlay nodes. Most ex-
perimentsvary N from 22 through 216 increasing by
powers of two. Some fix N at 216.
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L ookups: Number of lookup requests routed per
experiment. Usually 2 x N.

Trials: The number of times each experiment is
run, each with different random seed values. Usu-
aly 10. Resultsreported are the average of all runs.

Organizations. Number of distinct organization
names content is located within. Typical values in-
clude 1,10,100, and 1000 organizations. Nodes
within an organization are located within the same
region of the simulated network topology. For Mer-
cator topologies they are located within the same
Autonomous System (AS). In a GT-ITM topology
for small organizations they are all nodes attached
to the same stub network and for large organizations
they are all nodes connected to a chosen core node.

Organization Sizes: One of Uniform — indi-
cating randomly chosen organization sizes between
1 and N in size or Zipf — indicating organization
sizes chosen using a x% Zipf distribution with the
largest organization size being 3 V.

Node Locality: One of Uniform or Zipf. Con-
trols how node locations cluster within each organi-
zation. Uniform spreads nodes randomly among the
nodes within an organization's topology. Zipf sorts
candidate nodes by distance from a chosen root
node within an organization’s topology and clusters
nodes using a Zipf distribution near that node.

Document Locality: One of Uniform, By Org,
or By Node. Uniform spreads document names uni-
formly across al nodes. By Org applies a Zipf
distribution causing larger organizations to have a
larger share of documents, with documents uni-
formly distributed across nodes within each orga
nization.

% Local: Fraction of lookups that are con-
strained to be local to documents within the client’s
organization. Non-local lookups are distributed
among all documents in the experiment.

Overlay-specific parameter defaults were:

Chord: NodelD Bits = 40.

Pastry: NodelD Bits = 128, Bits per Digit (b) =
4, Leaf Set size=16.

SkipNet: Basic configuration: Random ID Bits
=128, Leaf Set size = 16, ring branching factor (k)
= 2. Full configuration: Same as basic, except k =
8 and adds use of P-Table for proximity awareness
and C-Table for efficient numeric routing.
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Figure 12. RDP as a function of network size. Con-
figuration: 1000 organizations with Zipf-like sizes,
nodes and data names are Zipf-clustered.

Chord | Basic SkipNet | Full SkipNet | Pastry
163 | 4.7 | 735 | 632

Table 1. Average number of unique routing entries
per node in an overlay with 216 nodes.

9.2 Basic Routing Costs

To understand SkipNet's routing performance we
simulated overlay networks with N = 27 nodes,
where i ranges from 10 to 16. We ran experiments
with 10, 100, and 1000 organizations and with all
the permutations obtainable for organization size
distribution, node placement, and data placement.
The intent was to see how RDP behaves under var-
ious configurations. We were especially curious to
see whether the non-uniform distribution of data ob-
ject names would adversely affect the performance
of SkipNet lookups, as compared to Chord and Pas-
try.

Figure 12 presents the RDPs measured for both
implementations of SkipNet, as well as Chord and
Pastry, for a configuration in which organization
sizes, node placement, and data placement are al
governed by Zipf-like distributions. Table 1 shows
the average number of unique routing table entries
per node in an overlay with 2'6 nodes. All other
configurations, including the completely uniform
ones, exhibited similar results to those shown here.

Our conclusion is that basic SkipNet performs
similarly to Chord and full SkipNet performs sim-
ilarly to Pastry. This is not surprising since both
basic SkipNet and Chord do not support network
proximity-aware routing whereas full SkipNet and
Pastry do. Since all our other configurations

0,000 100,000
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Figure 13. Absolute lookup request latency as
a function of data access locality (percentage of
lookup requests forced to be within a single orga-
nization). Configuration: 2'¢ nodes, 100 organiza-
tions with Zipf-like sizes, nodes and data names are
Zipf-clustered.

100%

produced similar results, we conclude that Skip-
Net's performance is not adversely affected by non-
uniform distributions of names.

9.3 Exploiting Locality of Placement

RDP only measures performance relative to |P-
based routing. However, one of SkipNet's key ben-
efits is that it enables localized placement of data.
Figure 13 shows the average number of physical
network hops for lookup requests for an experiment
configuration containing 2'¢ overlay nodes and 100
organizations, with organization size, node place-
ment, and data placement all governed by Zipf-like
distributions. The z axis indicates what fraction of
lookups were forced to be to local data (i.e. the
data object names that were looked up were from
the same organization as the requesting client). The
y axis shows the number of physical network hops
for lookup requests.

As expected, both Chord and Pastry are oblivi-
ousto the locality of data references since they dif-
fuse data throughout their overlay network. On the
other hand, both versions of SkipNet show signif-
icant performance improvements as the locality of
data references increases. It should be noted that
Figure 13 actually understates the benefits gained by
SkipNet because, in our Mercator topology, inter-
domain links have the same cost as intra-domain
links. In an equivalent experiment run on the GT-
ITM topology, SkipNet end-to-end lookup latencies
were over a factor of seven less than Pastry’s for
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Figure 14. Number of failed lookup requests as
a function of data access locality (percentage of
lookup requests forced to be within a single orga-
nization) for a disconnected organization. Configu-
ration: 2'6 nodes, 100 organizations with Zipf-like
sizes, nodes and data names are Zipf-clustered.

100% local lookups.

9.4 Fault Tolerance to Organizational Discon-
nect

Locality of placement also improves fault toler-
ance. Figure 14 shows the number of lookup re-
guests that failed when an organization was discon-
nected from the rest of the network.

This (common) Internet-like failure had catas-
trophic consequences for Chord and Pastry. The
size of the isolated organization in this experiment
was roughly 15% of the total nodes in the system.
Consequently, Chord and Pastry will both place
roughly 85% of the organization's data on nodes
outside the organization. Furthermore, they must
also attempt to route lookup requests with 85% of
the overlay network’s nodes effectively failed (from
the disconnected organization’s point-of-view). At
this level of failures, routing is effectively impossi-
ble. The net result is a failed lookups ratio of very
close to 100%.

In contrast, both versions of SkipNet do better
the more locality of reference there is. When no
lookups are forced to be local, SkipNet fails to ac-
cess the 85% of data that is non-local to the orga-
nization. As the percentage of local lookups isin-
creased to 100%, the percentage of failed lookups
goesto 0.

To experimentally confirm the behavior of Skip-
Net's disconnection and merge algorithms de-
scribed in Section 6, we extended the simulator was
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=
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Figure 15. Number of routing hops taken to route inter-
organizational messages, as a function of network size,
after an organization's internal SkipNet has been recon-
nected to the global SkipNet at level 0 and after the merge
has been fully completed.

to support disconnection of AS subnetworks. Fig-
ure 15 shows the routing performance we observed
between apreviously disconnected organization and
the rest of the system once the organization’s Skip-
Net had been connected to the global SkipNet at
level 0. We also show the routing performance ob-
served when all higher level pointers have been re-
paired.

9.5 Constrained Load Balancing

Figure 16 explores the routing performance of
two different CLB configurations, and compares
their performance with Pastry. For each system, all
lookup traffic is organization-local data. The orga-
nization sizes as well as node and data placement
are clustered with a Zipf-like distribution. The Ba
sic CLB configuration uses only the R-Table de-
scribed in Section 3, whereas Full CLB makes use
of the C-Table described in Section 5.4.

The Full CLB curve shows a significant per-
formance improvement over Basic CLB, justifying
the cost of maintaining extra routing state. How-
ever, even with the additional routing table, the Full
CLB performance trails Pastry’s performance. The
key observation, however, is that in order to mimic
the CLB functionality with a traditional peer-to-
peer overlay network, multiple routing tables are re-
quired, one for each domain that you want to load-
balance across.
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Figure 16. RDP of lookups for data that is con-
strained load balanced (CLB) as a function of net-
work size. Configuration: 100 organizations with
Zipf-like sizes, nodes and data names are Zipf-
clustered.

10 Conclusion

Other peer-to-peer systems assume that all peers
are equal. We elaborate on this by assuming that to
any particular peer, peers within the same organiza-
tion are more important than most peers in the sys-
tem. In particular, they are less likely to fail, more
likely to be near in network distance, and less likely
to be the source of an attack.

SkipNet realizes this phil osophical assumption at
afunctional level by providing content and path lo-
cality: the ability to control data placement, and the
guarantee that routing remains within an adminis-
trative domain whenever possible. We believe this
functionality is critical if peer-to-peer systems are
to succeed broadly as infrastructure for distributed
applications. To our knowledge, SkipNet is the first
peer-to-peer system design that achieves both con-
tent and routing path locality. SkipNet achieves
this without sacrificing performance goals of previ-
ous peer-to-peer systems; SkipNet nodesmaintain a
logarithmic amount of state and SkipNet operations
require alogarithmic number of messages.

SkipNet provides content locality at any desired
degree of granularity. Constrained load balancing
encompasses placing data on a particular node, as
well astraditional DHT functionality, and any inter-
mediate level of granularity. Thisgranularity isonly
limited by the hierarchy encoded in nodes name
IDs.

SkipNet's design provides resiliency to common
Internet failures that other peer-to-peer systems do
not. In the event of a network partition along an

100,000
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organizational boundary, SkipNet fragments into a
small number of segments. SkipNet also provides
amechanism to efficiently re-merge these segments
with the global SkipNet when the network partition
heals. In the face of uncorrelated and independent
node failures, SkipNet provides similar guarantees
to other peer-to-peer systems.

Our evaluation efforts have demonstrated that
SkipNet has performance similar to other peer-to-
peer systems such as Chord and Pastry under uni-
form access patterns. Under access patterns where
intra-organizationa traffic predominates, SkipNet
provides better performance. We have also exper-
imentally verified that SkipNet is significantly more
resilient to network partitions than other peer-to-
peer systems.

In future work, we plan to deploy SkipNet across
atestbed of 2000 machines emulating a WAN. This
deployment should further our understanding of
SkipNet’'s behavior in the face of dynamic host joins
and departures, network congestion, and other real-
world scenarios. We also plan to evaluate the suit-
ability of SkipNet as infrastructure for implement-
ing a scalable event notification service [2].
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